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Materials Design and Characterization Laboratory (MDCL)

The MDCL was established as the third research facility of the Institute for Solid
State Physics (ISSP) when the latter was reorganized in May 1996. Its aim is to promote
material science with an emphasis on the “DSC cycle”, where DSC stands for design,
synthesis and characterization, three processes for developing new materials.

The MDCL consists of two sections, Materials Design (MD) section and Materials
Synthesis and Characterization (MSC) section. The Supercomputer Center of the ISSP
(SCC-ISSP) is placed in the MD section, while in the MSC section there are six laborato-
ries for joint use; Materials Synthesis Laboratory, Chemical Analysis Laboratory, X-ray
Diffraction Laboratory, Electron Microscope Laboratory, Electromagnetic Measurement
Laboratory, and Spectroscopy Laboratory.

Almost all the facilities of the MDCL are open to scientists in Japan through the
User Programs conducted by two steering committees of the MDCL. One is the steering
committee of the SCC-ISSP, under which the Supercomputer Project Advisory Committee
is placed for reviewing proposals. The other is the steering committee of the MSC facilities.
More than half of the members of these committees are from the outside of ISSP.



PREFACE

The Supercomputer Center (SCC) is a part of the Materials Design and Characterization
Laboratory (MDCL) of ISSP. Its mission is to serve the whole community of computational
condensed-matter physics of Japan providing it with high performance computing environment.
In particular, the SCC selectively promotes and supports large-scale computations. For this
purpose, the SCC invites proposals for supercomputer-aided research projects and hosts the
Steering Committee, as mentioned below, that evaluates the proposals.

The ISSP supercomputer system consists of two subsystems: System B, which is intended for
more nodes with relatively loose connections. In July, 2015, the SCC replaced the two
supercomputer subsystems (SGI Altix ICE 8400EX and NEC SX-9) to one new system (System
B, SGI ICE XA/UV hybrid system). The system B consists of 1584 CPU nodes, 288 ACC
nodes, and 19 FAT nodes. The CPU node has 2CPUs (Intel Xeon). The ACC node has 2CPUs
(Intel Xeon) and 2GPUs (NVIDIA Tesla K40). The FAT node has 4CPUs (Intel Xeon) and
large memory (1TB). The system B have totally 2.6 PFlops theoretical peak performance.
System C - FUJITSU PRIMEHPC FX10 was installed in April, 2013. It is highly compatible
with K computer, the largest supercomputer in Japan. System C consists of 384 nodes, and each
node has 1 SPARC64TM IXfx CPU (16 cores) and 32 GB of memory. The system C have
totally 90.8 TFlops.

The hardware administration is not the only function of the SCC. The ISSP started hosting
Computational Materials Science Initiative (CMSI), anew activity of promoting materials
science study with next-generation parallel supercomputing. This activity isfinancially
supported by the MEXT HPCI strategic program, and in CM SI, a number of major Japanese
research institutes in various branches of materials science are involved. The SCC supports the
activities of CMSI as its major mission.

All staff members of university faculties or public research institutes in Japan are invited to
propose research projects (called User Program). The proposals are evaluated by the Steering
Committee of SCC. Pre-reviewing is done by the Supercomputer Project Advisory Committee.
In school year 2015 totally 239 projects were approved.

The research projects are roughly classified into the following three (the number of projects
approved):

First-Principles Calculation of Materials Properties (123)
Strongly Correlated Quantum Systems (31)
Cooperative Phenomena in Complex, Macroscopic Systems (85)

All the three involve both methodology of computation and its applications. The results of the
projects are reported in 'Activity Report 2015 of the SCC. Every year 3-4 projects are selected
for “invited papers” and published at the beginning of the Activity Report. In the Activity
Report 2015, the following three invited papers are included:



"Capacitance of Nanosized Capacitors Investigated using the Orbital-Separation
Approach --Dead Layer Effect and Negative Capacitance”,

Shusuke KASAMATSU, Satoshi WATANABE, Seungwu HAN, and Cheol Seong HWANG

"Correlation Effects in Topological Insulators”,

Norio KAWAKAMI

"Multiscale Simulation Performed on ISSP Super Computer: Analysis of Entangled Polymer
Melt Flow”,

Takahiro MURASHIMA

June 3, 2016

Hiroshi Noguchi
(Chairman of the steering committee, SCC, ISSP)
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1 Outline

1.1 Supercomputer System

Before SY 2015, the ISSP supercomputer center provided users with three super-
computer systems: NEC-SX9 (System A), SGI Altix ICE 8400EX (System B), and
FUJITSU PRIMEHPC FX10 (System C). At the beginning of SY 2015, Systems
A and B were replaced by SGI ICE XA /UV hybrid system, and this system will
be called System B for the next five years. The (new) System B and System C are
installed in the main building of ISSP.

System B - SGI ICE XA /UV hybrid system is a massively-parallel supercom-
puter with three types of compute nodes: 19 “Fat” nodes, 1584 “CPU” nodes, and
288 “ACC” nodes. “Fat” nodes are each comprised of four Intel Xeon E5-4627v3
CPUs (10 cores/CPU) and 1 TB of memory. “CPU” nodes have two Intel Xeon
E5-2680v3 CPUs (12 cores/CPU) and 128 GB of memory. “ACC” nodes have two
nVIDIA Tesla K40 GPUs in additon to two Xeon E5-2680v3 CPUs and 128 GB
of memory. System B achieves 2.6 PFLOPS in theoretical peak performance with
high power efficiency. The subsystem comprised of only CPU nodes ranks 61st on
the November 2015 Top 500 List, which is a ranking based on total performance
measured by the HPL benchmark. The subsystem of ACC nodes ranks 104th on
the Top 500 List, and it also ranks 23rd on the Green 500 List, which is a ranking
based on performance per watt of electrical power consumption. The compute
nodes communicate to each other through FDR Infiniband. The Fat nodes are
interconnected in fat tree topology, while the CPU and ACC nodes are connected
in enhanced hypercube topology. System B entered official operation on Aug. 21,
2015.

System C - FUJITSU PRIMEHPC FX10 has been in service since April, 2013.
It is highly compatible with K computer, the largest supercomputer in Japan.
System C consists of 384 nodes, and each node has 1 SPARC64TM IXfx CPU (16
cores) and 32 GB of memory. The total system achieves 90.8 TFlops theoretical
peak performance.

For further details, please contact ISSP Supercomputer Center (SCC-ISSP).

[Correspondence: center@issp.u-tokyo.ac.jp]

1.2 Project Proposals

The ISSP supercomputer system provides computation resources for scientists
working on condensed matter sciences in Japan. All scientific staff members (in-
cluding post-docs) at universities or public research institutes in Japan can submit
proposals for projects related to research activities on materials and condensed
matter sciences. These proposals are peer-reviewed by the Advisory Committee
members (see Sec. 1.3), and then the computation resources are allocated based
on the review reports. The leader of an approved project can set up user accounts
for collaborators. Other types of scientists, including graduate students, may also
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Figure 1: Supercomputer System at the SCC-ISSP

be added. Proposal submissions, peer-review processes, and user registration are
all managed via a web system.

The computation resources are distributed in a unit called “point”, determined
as a function of available CPU utilization time and consumed disk resources. There
were calls for six classes of research projects in SY 2015. The number of projects
and the total number of points that were applied for and approved in this school
year are listed in Table 1.

In addition, from SY 2010, ISSP Supercomputer is providing 20% of its compu-
tational resources for Computational Materials Science Initiative (CMSI), which
aims at advancing parallel computations in condensed matter, molecular, and ma-
terials sciences on the 10-PFlops K Computer. The points for projects run by
CMSI are distributed in accord with this policy. Computer time has also been
alloted to Computational Materials Design (CMD) workshops run by CMSI, as
well as for Science Camps held in ISSP for undergraduate students.

1.3 Committees

In order to fairly manage the projects and to smoothly determine the system
operation policies, the Materials Design and Characterization Laboratory (MDCL)
of the ISSP has organized the Steering Committee of the MDCL and the Steering
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Table 1: Classes of research projects in SY 2015

Class Maximum Application  # of Total points
Points Proj. Applied Approved

Sys—B  Sys-C Sys—B  Sys—C Sys-B  Sys—C
A 100 100 any time 13 1.3k 1.3k 1.3k 1.3k
B 1k 500 twice a year 57 43.8k 8.6k 26k 7.8k
C 10k 2.5k twice a year 162 1394.8k 181.3k 475k 147.8k
D 10k 2.5k any time 2 18k 4k 14k 2.5k
E 30k 2.5k twice a year ) 150k 7.5k 79k 6.2k
S — — twice a year 0 0 0 0 0
CMSI 33 125k 139k 125k 139k

e (Class A is for trial use by new users; proposals for Class A projects are
accepted throughout the year.

e Proposals for projects in Classes B (small), C (mid-size), E (large-scale), and
S (exceptional) can be submitted twice a year. Approved projects in Classes
A, B, C, and E continue to the end of the school year.

e In Class D, projects can be proposed on rapidly-developing studies that need
to perform urgent and relatively large calculations. An approved project
continues for 6 months from its approval.

e (lass S is for projects that are considered extremely important for the field
of condensed matter physics and requires extremely large-scale computation.
The project may be carried out either by one research group or cooperatively
by several investigators at different institutions. A project of this class should
be applied with at least 10,000 points; there is no maximum. We require
group leaders applying for Class S to give a presentation on the proposal to
the Steering Committee of the SCC-ISSP. Class S projects are carried out
within one year from its approval.

e Project leaders can apply for points so that the points for each system do
not exceed the maximum point shown in this table.
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Committee of the SCC-ISSP, under which the Supercomputer Project Advisory
Committee (SPAC) is formed to review proposals. The members of the committees

in SY 2015 were as follows:

Steering Committee of the MDCL

HIROI, Zenji

KATO, Takeo
KAWASHIMA, Naoki
MORI, Hatsumi
NAKATSUJI, Satoru
NOGUCHI, Hiroshi
SUGINO, Osamu
SUEMOTO, Toru
KIMURA, Kaoru
YOSHIMOTO, Yoshihide
HASEGAWA, Tadashi
MIYASAKA, Hitoshi
MORIKAWA, Yoshitada
OKAMOTO, Yuko
OTSUKI, Tomi
TAKEDA Mahoto

ISSP (Chair person)
ISSP

ISSP

ISSP

ISSP

ISSP

ISSP

ISSP

Univ. of Tokyo
Univ. of Tokyo
Nagoya Univ.
Tohoku Univ.
Osaka Univ.
Nagoya Univ.
Sophia Univ.
Yokohama Natl. Univ.

Steering Committee of the SCC-ISSP

NOGUCHI, Hiroshi
HARADA, Yoshihisa
KAWASHIMA, Naoki
SUGINO, Osamu
TAKADA, Yasutami
TSUNETSUGU, Hirokazu
KASAMATSU, Shusuke
MORITA, Satoshi
SHIBA, Hayato
WATANABE, Hiroshi
HATANO, Naomichi
IMADA, Masatoshi
NAKAJIMA, Kengo
TSUNEYUKI, Shinji
YOSHIMOTO, Yoshihide
MOHRI, Tetsuo
MORIKAWA, Yoshitada
ODA, Tatsuki
OKAMOTO, Yuko
OTSUKI, Tomi

ISSP (Chair person)
ISSP

ISSP

ISSP

ISSP

ISSP

ISSP

ISSP

ISSP

ISSP

Univ. of Tokyo
Univ. of Tokyo
Univ. of Tokyo
Univ. of Tokyo
Univ. of Tokyo
Tohoku Univ.
Osaka Univ.
Kanazawa Univ.
Nagoya Univ.
Sophia Univ.
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SUZUKI, Takafumi Univ. of Hyogo
YATA, Hiroyuki ISSP
FUKUDA, Takaki ISSP

Supercomputer Project Advisory Committee

NOGUCHI, Hiroshi ISSP (Chair person)
HARADA, Yoshihisa ISSP
KATO, Takeo ISSP
KAWASHIMA | Naoki ISSP
OZAKI, Taisuke ISSP
SUGINO, Osamu ISSP
TAKADA, Yasutami ISSP

TSUNETSUGU, Hirokazu ISSP
KASAMATSU, Shusuke  ISSP

MORITA, Satoshi ISSP

SHIBA, Hayato ISSP

WATANABE, Hiroshi ISSP

AOKI, Hideo Univ. of Tokyo
ARITA, Ryotaro Univ. of Tokyo
HATANO, Naomichi Univ. of Tokyo
HUKUSHIMA, Koji Univ. of Tokyo
IKUHARA, Yuichi Univ. of Tokyo
IMADA, Masatoshi Univ. of Tokyo
IWATA, Jun-Ichi Univ. of Tokyo
MIYASHITA, Seiji Univ. of Tokyo
MOTOME, Yukitoshi Univ. of Tokyo
NAKAJIMA, Kengo Univ. of Tokyo
OGATA, Masao Univ. of Tokyo
OSHIYAMA, Atsushi Univ. of Tokyo
TODO, Synge Univ. of Tokyo
TSUNEYUKI, Shinji Univ. of Tokyo

WATANABE, Satoshi Univ. of Tokyo
YOSHIMOTO, Yoshihide Univ. of Tokyo
NEMOTO, Koji Hokkaido Univ.
AKAGI, Kazuto Tohoku Univ.
KAWAKATSU, Toshihiro Tohoku Univ.
KURAMOTO, Yoshio Tohoku Univ.

MOHRI, Tetsuo Tohoku Univ.
SHIBATA, Naokazu Tohoku Univ.
KIM, Kang Niigata Univ.
ISHIBASHI, Shoji AIST
MIYAMOTO, Yoshiyuki  AIST
OTANI, Minoru AIST

KOBAYASHI, Kazuaki NIMS



TATEYAMA, Yoshitaka
HATSUGALI, Yasuhiro
KOBAYASHI, Nobuhiko
OKADA, Susumu
YABANA, Kazuhiro
ODA, Tatsuki

SAITO, Mineo

HIDA, Kazuo
NAKAYAMA, Takashi
FURUKAWA, Nobuo
MATSUKAWA, Hiroshi
TAKANO, Hiroshi
YAMAUCHI, Jun
YASUOKA, Kenji
TOMITA, Yusuke
OTSUKI, Tomi
OBATA, Shuji

ANDO, Tsuneya
TADA, Tomofumi
HOTTA, Takashi
TOHYAMA, Takami
WATANABE, Kazuyuki
HAGITA, Katsumi
KONTANI, Hiroshi
OKAMOTO, Yuko
SHIRAISHI, Kenji
TANAKA, Yukio
KAWAKAMI, Norio
MASUBUCHI, Yuichi
YAMAMOTO, Ryoichi
YANASE, Yoichi
KAWAMURA, Hikaru
KUROKI, Kazuhiko
KUSAKABE, Koichi
MORIKAWA, Yoshitada
OGUCHI, Tamio
SHIRAI, Koun
YOSHIDA, Hiroshi
YUKAWA, Satoshi
HARIMA, Hisatomo
SAKAI, Toru

SUGA, Seiichiro
SUZUKI, Takafumi
TATENO, Masaru
HOSHI, Takeo
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NIMS

Univ. of Tsukuba
Univ. of Tsukuba
Univ. of Tsukuba
Univ. of Tsukuba
Kanazawa Univ.
Kanazawa Univ.
Saitama Univ.
Chiba Univ.
Aoyama Gakuin Univ.
Aoyama Gakuin Univ.
Keio Univ.

Keio Univ.

Keio Univ.
Shibaura Inst. Tech.
Sophia Univ.

Tokyo Denki Univ.
Tokyo Tech.

Tokyo Tech.

Tokyo Metropolitan Univ.
Tokyo Univ. of Sci.
Tokyo Univ. of Sci.
National Defense Academy
Nagoya Univ.
Nagoya Univ.
Nagoya Univ.
Nagoya Univ.

Kyoto Univ.

Kyoto Univ.

Kyoto Univ.

Kyoto Univ.

Osaka Univ.

Osaka Univ.

Osaka Univ.

Osaka Univ.

Osaka Univ.

Osaka Univ.

Osaka Univ.

Osaka Univ.

Kobe Univ.

Univ. of Hyogo
Univ. of Hyogo
Univ. of Hyogo
Univ. of Hyogo
Tottori Univ.
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YASUDA, Chitoshi Univ. of the Ryukyus

1.4 Staff

The following staff members of the SCC-ISSP usually administrate the ISSP Su-
percomputer.

NOGUCHI, Hiroshi Associate Professor (Chair person)
KAWASHIMA, Naoki Professor

SUGINO, Osamu Associate Professor

WATANABE, Hiroshi Research Associate

KASAMATSU, Shusuke Research Associate
NOGUCHI, Yoshifumi Research Associate

SHIBA, Hayato Research Associate
MORITA, Satoshi Research Associate
YATA, Hiroyuki Technical Associate
FUKUDA, Takaki Technical Associate
ARAKI, Shigeyuki Technical Associate

2 Statistics (School Year 2015)

2.1 System and User Statistics

In the following, we present statistics for operation time taken in the period from
April 2015 to March 2016 (SY 2015). In Table 2, we show general statistics of the
supercomputer system in SY 2015. The total number of compute nodes in System
B, and C is 1891 and 384 respectively. Consumed disk points amount to about 1%
and 7% of the total consumed points in System B and C respectively. Roughly
20% of the total points in System B 60% of that in System C were consumed by
CMSI projects. This means that about 20% of the total computational resources
in this school year were actually used by CMSI projects.

In the left column of Fig. 2, availabilities, utilization rates, and consumed
points in each system are plotted for each month. Throughout the school year,
the utilization rates were very high. Especially in System B, they were exceeding
90% throughout most of the year.

The user statistics are shown in the right column of Fig. 2. The horizontal axis
shows the rank of the user/group arranged in the descending order of the execution
time (hourxnodes). The execution time of the user/group of the first rank is the
longest. The vertical axis shows the sum of the execution time up to the rank.
From the saturation points of the graphs, the number of “active” users of each
system is around 250, and 70 for System B and C respectively. The maximum
ranks in the graphs correspond to the number of the users/groups that submitted
at least one job.
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Table 2: Overall statistics of SY 2015

System-B  System-C

total service time (x10% node-hours) 9728.4 3363.8
number of executed jobs 183721 22278
total consumed points (x10% point) 337.1 113.84
CPU points (x10% point) 334.6 106.0
disk points (x10% point) 2.5 7.9
points consumed by CMSI (x10% point) 63.3 59.5
total exec. time (x10% node-hours) 8803.1 2464.4
availability 96.0% 96.3%
utilization rate 90.5% 76.1%

2.2 Queue and Job Statistics

Queue structures of System B and C in SY 2015 are shown in Table 3. In System
B, users can choose from three types of compute nodes; jobs submitted to queues
with “cpu”, “acc”, and “fat” at the end of their queue names are submitted to
CPU, ACC, and Fat nodes, respectively. See Sec. 1.1 for a description of each type
of compute node. The user then has to choose the queue according to the number
of nodes to use and the duration of their calculation jobs. Queue names starting
with “F” are for jobs taking 24 hours or less, while those starting with “L” can
run much longer up to 120 hours. More nodes are allotted to “F” queues in order
to maximize the turnaround time of user jobs. The queue names starting with “i”
are used for interactive debugging of user programs and the elapsed time limit is
30 minutes. The number following “F”, “L”, or “i” correspond to the number of
nodes that can be used by one user job.

In System C, the “F” and “L” queues are set up similarly to System B. In
addition, a debug queue is set up for short debugging jobs utilizing 1 to 4 CPUs,
and an interactive queue that can use 1 to 4 CPUs is also available.

To prevent overuse of the storage, points are charged also for usage of disk
quota in the three systems, as shown in Table 4. Disk points are revised often for
optimal usage of the resources by examining usage tendencies each year.

Although we do not mention here in detail, to promote utilization of the mas-
sively parallel supercomputer, background queues (“B4cpu”, “B36¢pu”, “Bl144cpu”,
“Bl8acc”, “BT2acc”, and “B2fat”) which charge no points for the jobs have also
been open in System B.

The number of jobs, average waiting time, and total execution time in each
queue are shown in Table 5. In both System B and C, a large portion of jobs
have been executed in “F” queues. The largest amount of the execution time has
been consumed in the large-scale “F144cpu” queue, but substantial number of jobs
were run in every queue, suggesting that a wide variety of user needs are met by
this queuing scheme. In most of these queues, the queue settings meet the user’s
tendencies in that the waiting times are on the order of the elapsed-time limit.
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Figure 2: Left: Availabilities, utilization rates and point consumptions of each
month during SY 2015. The utilization by CMSI projects (denoted by “n grp.”)
is plotted in addition to the total utilization (denoted by “all”). Right: User
statistics. The horizontal axis shows the rank of the user/group arranged in the
descending order of the execution time (hourxnodes). The vertical axis shows the
sum of the execution time up to the rank.
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Table 3: Queue structures in SY 2015

System—B
queue  Elapsed time # of nodes # of nodes = Memory job points
name limit (hr) /job /queue  limit (GB) /(node-day)
F4cpu 24 1-4 216 120/node 1
L4cpu 120 1-4 108 120/node 1
F36¢cpu 24 5-36 288 120/node 1
L36cpu 120 5-36 144 120/node 1
Fl144cpu 24 37-144 1008 120/node 1
L144cpu 120 37-144 144 120/node 1
i18cpu 0.5 1-18 72 120/node 1
F18acc 24 1-18 108 120/node 2
L18acc 120 1-18 54 120/node 2
FT2acc 24 19-72 144 120/node 2
i9acc 0.5 1-9 36 120/node 2
F2fat 24 1-2 17 1000/node 4
L2 fat 120 1-2 6 1000/node 4
ilfat 0.5 1 2 1000/node 4
System—C
queue Elapsed time # of nodes # of nodes  job points
name limit (hr) /Job /queue  /(node-day)
debug 0.5 1-4 24 1
interactive 0.5 1-4 24 1
F12 24 2-12 60 1
F96 24 2-12 288 1
L12 120 24-96 24 1
L96 120 24-96 192 1

* In System C, the available memory size is limited to 28 GB per one CPU.

Table 4: Disk points of System B and C

point /day

System B /home 0.001 x 6(q — 300)
/work 0.0001 x 6(q — 3000)

System C  /home 0.05 x 0(q — 10)
/work 0.005 x #(q — 100)

* ¢ is denoted in unit of GB.
* O(x) is equal to the Heaviside step function H (z) multiplied by z, i.e., zH(x).

10
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Table 5: Number of jobs, average waiting time, total execution time, and average
number of used nodes per job in each queue.

System-B
queue # of Jobs Waiting Time Exec. Time # of nodes
(hour) (x10? node-hour)
F4cpu 60680 20.14 667.69 1.92
L4cpu 5524 59.70 307.34 1.99
F36¢cpu 18095 31.29 955.91 10.24
L36¢cpu 2673 53.33 471.42 8.75
F144cpu 7965 15.28 3812.97 88.29
L144cpu 177 136.37 580.61 117.15
i18cpu 19750 0.54 33.35 6.66
F18acc 22329 14.14 288.57 2.09
L18acc 6097 39.16 111.13 1.41
Fr2acc 1617 5.69 188.79 43.99
i9acc 2436 0.58 2.68 4.14
F2fat 4243 8.53 24.22 1.11
L2fat 311 23.84 16.90 1.14
ilfat 1142 0.26 0.20 1.00
System-C
queue # of Jobs Waiting Time Exec. Time # of nodes
(hour) (x10? node-hour)
F12 8029 14.69 399.99 5.89
L12 64 85.11 10.72 5.59
F96 5180 43.50 2037.12 41.24
L96 6 555.42 15.15 96.00
debug 6966 0.16 1.87 2.61
interactive 1017 0.00 0.22 1.33

Table 6: List of supported software and project proposers for the GPGPU support
service for SY 2015.

] Software \ Project Proposer \ Affiliations ‘
LargeScaleBoidsSimulator | Takashi Tkegami The University of Tokyo
MDACP Hiroshi Watanabe | The University of Tokyo
MODYLAS Yoshimichi Andoh | Nagoya University
pTensor Satoshi Morita The University of Tokyo

RSCPMD Yasuteru Shigeta | University of Tsukuba

11
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The acc queues have relatively short waiting times, but we expect that to change
as more users get accustomed to using GPGPUs.

2.3 GPGPU Support Service

As noted in Sec. 1.1, ACC nodes with graphics processing units (GPU) were in-
troduced in System B in School Year 2015. Since GPUs were introduced in the
[SSP Supercomputer center for the first time, many programs developed or utilized
by users of this center have not been programmed for GPU computing. To help
users take advantage of GPUs, the supercomputer center has started a service for
porting users’ materials science software to General Purpose GPUs (GPGPU)[1].
After a call for proposals (which will usually be in December), target programs for
the next school year are selected by the Steering Committee of SCC. The porting
service is carried out on each program for about two months; the coding is per-
formed by engineers from the computer vender suppling the ISSP supercomputer
system, and ISSP staff oversee the progress of the project and manage necessary
communications with the proposer. Copyrights of the resulting software basically
belong to the proposers, but the supported contents might be published under
agreement with the proposer.

Since 2015 was the first year of the operation of System B with ACC nodes, the
call for proposals was announced in May and target programs shown in Table 6
were selected in July. To determine the specific support contents and schedule, we
first held kickoff meetings for each selected proposal from August to September.

In the actual service, analysis of the program was first performed to judge
whether the target problems being solved can be accelerated using GPUs. Af-
ter the analysis, the following support was carried out. For MDACP, MODY-
LAS and RSCPMD, parallelization using OpenACC or CUDA was performed on
hotspots. For pTensor, matrix-matrix multiplication, which originally used BLAS,
was rewritten to use cuBLAS[2]. For LargeScaleBoidsSimulator, parallelization
with multiple GPUs on a single process was extended to that with multiple GPUs
on multiple processes. The contents and results of the porting service of MODY-
LAS and pTensor were presented in ISSP joint-use supercomputer/CCMS sympo-
sium in 2016. Details on the porting service can be found on the ISSP supercom-
puter center web page[l].

References
[1] http://www.issp.u-tokyo.ac.jp/supercom/rsayh2/gpgpu
[2] cuBLAS, http://docs.nvidia.com/cuda/cublas/
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Abstract

As the characteristic lengths in nanoelectron-
ics devices approach the nanometer and sub-
nanometer regimes, it is becoming increasingly
clear that device properties at the nanoscale
cannot be interpolated straightforwardly from
bulk properties. To aid in understanding and
controlling such nanoscale properties, first-
principles simulation based on the Kohn-Sham
(KS) formalism of density functional theory
(DFT) [1, 2] has now become a go-to method.
However, conventional KS-DFT is a ground-
state method and cannot simulate devices op-
To this end,
we developed what we now call the orbital-

erating under bias voltage.

separation approach, which is capable of sim-
ulating metal/insulator heterostructures with
different Fermi levels in each of the metallic
parts. In this report, we review this method
and its application to investigation of the inter-
esting phenomena of negative capacitance that
has been reported in ferroelectric heterostruc-
tures.
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1 Orbital-separation
approach for finite-bias sim-
ulations from first principles

1.1 Introduction

Advances in process technologies have made
possible fabrication and observation of devices
at nanometer or even subnanometer scales.
Such nanodevices sometimes exhibit peculiar
properties that cannot be understood from
bulk properties of the constituent materials.
In this work, we concentrate on the capaci-
tance, which determines the amount of charge
@ that can be induced by application of bias
voltage V' (C' = dQ/dV'), which is a fundamen-
tal property in the design of all semiconductor
devices. Classically, the capacitance per unit
area of a parallel-plate capacitor is determined
from the permittivity € and thickness d of the
dielectric film as
€

< (1)

Continuation of the scaling-down of semicon-

c_
- =

ductor device design rule requires increasing
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C/A. This is because the basic idea for achiev-
ing higher computation power and data stor-
age density is to cram more device elements
onto a chip, and this translates to decreasing
real-estate per device element. For capacitors
and transistors to function properly, the ca-
pacitance has to be maintained despite the de-
creasing area assigned to each device, which
translates to higher capacitance per unit area.
To obtain higher capacitance density, it is ap-
parent from Eq. (1) that one should employ
high-permittivity dielectric (the so-called high-
k materials) films that are made as thin as pos-
sible while still being thick enough to suppress
tunneling current between electrodes. How-
ever, it has been found that in many cases,
the capacitance degrades rather significantly
compared to that predicted from Eq. (1) in
nanometer-thin dielectrics. This has been ex-
plained by so-called interfacial “dead layers”
having a degraded permittivity compared to
bulk. First-principles simulations have indi-
cated that this is an intrinsic effect that remain
even in perfectly epitaxial metal/dielectric in-
terfaces, although the amount of the effect de-
pends on the screening capabilities of the metal
as well as the specifics of the chemical bonds at
the interface [3, 4]. On the other hand, exper-
iments report varying capacitance values de-
pending on processing conditions, which indi-
cate that various types of defects and inter-
face chemistry are also at play. The dead layer
problem is a significant bottleneck towards re-
alizing further scaling in the semiconductor in-
dustry [5].

To assist in the understanding and design
of such interface effects for future nanoelec-
tronics, it may be natural nowadays to re-
sort to atomistic simulations based on the
Kohn-Sham (KS) formalism of density func-
tional theory (DFT). However, since the capac-
itance is the response of the metal/insulator
heterostructure to external bias voltage, it is
not straightforward to utilize KS-DFT, which
is conventionally a ground state theory, for
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such simulations. Linear-response type meth-
ods such as density functional perturbation
theory (DFPT) [6] are applied routinely to cal-
culate bulk permittivities, but it cannot be ap-
plied to metal/insulator heterostructures. One
may also be interested in nonlinear regimes
such as polarization reversal in ferroelectric
systems under bias. To this end, many finite-
bias methods have been developed [7, 8, 9,
10, 11, 12, 13, 14, 15, 16|, but none of them
are perfect; each have limitations in efficiency,
accuracy, geometric constraints, and/or diffi-
We have
given a somewhat thorough discussion on these

culty in implementation and use.

methods in Ref. [17]. To overcome many of
these limitations and to provide an efficient
KS-DFT-based methodology for simulation of
metal /insulator heterostructures under bias,
we developed what we now call the orbital-
separation approach (OSA) [17, 18].  This
method will be briefly discussed below.

1.2 Orbital-separation approach

In conventional KS-DFT [2], the N-electron
Schrodinger equation is rewritten as a set of
single-particle KS equations

hQ
<‘zm

where vqg is the KS effective potential contain-

V2 4+ ’Uef-f(r)> ¢i(r) = €pi(r), (2)

ing the external potential (usually from the nu-
clei), the electrostatic (Hartree) potential, and
the exchange-correlation potential that con-
tains all remaining many-body effects

p(r')

v — |

Vet = ot () + / & Foge(). (3)

p(r) is the electron density that is constructed
from KS orbitals {¢;} as

p(r) = folei — er)|eilr) ], (4)
i

where f,(e—ep) is the occupation function and

er is the Fermi level determined from charge

conservation

/ p(r)dr = N. (5)



Since p appears in Eq. (2), which in turn de-
termines p through its solutions {¢;}, these
equations are solved iteratively until self-
consistency is reached. Note that Brillouin
zone integration over k-points is necessary in
periodic systems but have been omitted in the
above equations for simplicity. In the OSA, the
occupation scheme for constructing the den-
sity p is modified to simulate systems under
external bias voltage. The self-consistency it-
erations are carried out in exactly the same
manner as in conventional KS-DFT.

(a)

vacuum insulator vacuum

—

Figure 1: (a) Schematic of the metal-insulator-
metal slab model considered in this study. The
red lines indicate the boundaries of the peri-
odic boundary condition. (b) Schematic of the
orbital separation procedure around the Fermi

level. Adapted from Ref. [17].

As a demonstration, we consider a
metal/insulator/metal capacitor slab structure
shown in Fig. 1. We employ the widely-used
dipole correction procedure for canceling the
electrostatic interaction between adjacent
When the

metallic parts are well-separated by insulating

unit cells across the vacuum [8].

parts, the KS orbitals with eigenenergies near
the Fermi level can be separated out into
each of the electrodes because there are no
eigenstates within the band gap of insulators.
The separation is performed by examining the
real-space extent of the KS orbitals within a
preset energy window around the ground state
Fermi level in each step of the self-consistency

iterations. It is also possible to perform the
When
employing symmetric electrodes, degeneracy

separation in reciprocal space [19].

between states in two electrodes may cause
KS orbitals to have finite amplitude in both
electrodes; in such cases, it is possible to
perform a unitary transformation to separate
the orbitals.
consistency loop from a slightly perturbed

In practice, we start the self-

initial electron density by applying a sawtooth
potential, for example, to lift the degeneracy.
Once the KS orbitals are separated and
grouped into each electrode, the occupation
numbers are determined by applying different
Fermi levels to each group of orbitals, and the
density p(r) is constructed accordingly. This
density is then used in constructing the KS
effective potential for the next step of the self
consistency loop. Generalizing to two or more
electrodes well separated by insulating parts,
the occupation in the OSA is given as

lower

1, €ik < €gin
upper
0, €ik > €gin
fi’k - lower
fol€ik — €Fa(iK) v < €ik
upper
= €yin o
fower) (6)
upper (lower) .
where € is the upper (lower) bound

of the energy window, and «(i,k) specifies to
which electrode the KS orbital ¢;y belongs
(note that we have resurrected the k-point
notation for Brillouin zone integration). The
Fermi levels in each electrode are determined
so as to maintain total charge neutrality

/p(r)dr = /dr Z wi fo(€ix — EF,a(i,k))
k,i
X |ix(r)]? =N

(7)

where wy is the k-point weight, while also
maintaining specified bias voltages with re-
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spect to one reference electrode

€r,1 — €r0 = eV

€r2 — €p0 = eV

(8)

€F,O¢max - 6F70 = eVamax'

The above procedure makes possible con-
stant voltage (closed-circuit) simulations, but
one may also desire to perform constant charge
(open-circuit) simulations, which are especially
useful for examining ferroelectric systems as
pointed out in Ref. [20].
ing drastic occurs at the interface (e.g., chemi-

As long as noth-

cal reactions involving atoms belonging to the
metallic slab), the bias voltage has minimal ef-
fect on the KS orbitals of the electrodes. Thus,
it is possible to calculate the free charge by
comparing the occupation before and after bias
application, and it is straightforward to deter-
mine the bias voltages that result in a preset
free charge. Details on this constant charge
scheme are given in Ref. [18].

It is worth pointing out that the OSA can be
understood as a variant of the ASCF approach
for simulating excited states of molecules [21,
22]. In the ASCF approach, electron-hole pairs
are introduced by transferring an electron from
an occupied to an unoccupied KS orbital, and
performing the self consistency procedure with
this occupation scheme. Although this method
seems, at first sight, to be unjustified within
the framework of KS-DF'T, a formal basis was
put forth in Ref. [23] as an approximation to
an exact excited-state KS formalism.

We also note that the Hellman-Feynman
forces acting on the nuclei can be calculated
with no modification in conventional KS-DF'T
codes [17]. Thus, it is possible to simulate the
dielectric response originating from ionic po-
larization, and it is also possible to perform
molecular dynamics simulations using OSA.

The only clear limitation of the OSA is
that it cannot handle situations where there is
non-negligible electronic current between elec-
trodes, because in such cases, the KS orbitals
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cannot be separated unambiguously into each
electrode. This means that the amount of volt-
age that can be applied is limited by the band
gap and the band offset at the metal /insulator
interfaces. It can be applied as long as KS or-
bitals are employed in the calculations, which
means that it can be implemented in codes
employing any type of basis set (plane wave,
wavelet, pseudoatomic orbitals, etc.).

Finally, we list a few useful equations for cal-
culating capacitance and the local permittivity
in a metal-insulator-metal model. The differ-
ential capacitance can be evaluated from the
definition C' = dQ/dV, but it can also be cal-
culated from the total energy as [17]

1dFE

“vav ®)

This can come in handy when one wants to

avoid the overhead (and possible complica-

tions) in calculating the free charge ). The

inverse local permittivity between the elec-

trodes can be calculated from the capacitance

and the local macroscopically-averaged elec-

trostatic potential Vi as (see supplementary
material of [24])

1

GQA 82 [AVH(Z, V)]
&(2,V) '

c(V)  ovoz

= (10)
The above quantities calculated while fixing
the positions of the nuclei correspond to optical
frequency response, while those calculated by
fully relaxing the nuclear positions correspond
to static frequency response of the system.
1.3 Test on typical capacitor:
Au/MgO/Au

To confirm the validity of this method, we im-
plemented the OSA in Vienna ab-initio Sim-
ulation Package [25, 26] and performed finite
bias simulations on the Au/MgO/Au capacitor
shown in Fig. 2 (a) [17]. Asshown in Fig. 2 (b),
the electronic states near the Fermi level have
virtually zero amplitude in the middle of the
insulating MgO slab, although there are some
metal-induced gap states penetrating within
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Figure 2: (a) Schematic of the Au/MgO/Au
slab model considered in this study. (b) The
local density of states within +1 eV around
the Fermi level. (c) The bias-induced change
in the local electrostatic potential calculated
with ions fixed (solid line) and after full ionic
relaxation under 0.6 V. (d) The macroscopic
average of (c¢). Adapted from Ref. [17].

a few angstroms from the interface. Thus,
the OSA is applicable to this system. When
the finite- bias calculations are performed with
atoms fixed to their zero-bias relaxed positions,
the induced potential AV is flat in the elec-
trodes and drops linearly in the insulator as ex-
pected from classical electrostatics. The differ-
ence in AVy between the Au electrodes equals
the applied Fermi level difference (Fig. 2 (c)),
implying that the self-consistent procedure is
working as expected. When the atoms are al-
lowed to relax under bias (corresponding to
static frequency response), AVy oscillates due
to local ionic polarization, but the classical pic-
ture still holds if one performs macroscopic av-
eraging of the potential (Fig. 2 (d)).

The total energy vs. the applied bias is a
parabolic curve within numerical error, and
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Figure 3: The calculated energy (a) and ca-
pacitance (b) as a function of applied bias.
Adapted from Ref. [17].

the capacitance evaluated from Eq. (9) is vir-
It is notable that
the energy increases with relaxation; although

tually constant (Fig. 3).

this may seem strange at first sight, it is actu-
ally reasonable because ionic polarization al-
lows further charging of the capacitor when a
battery is connected at constant bias.

The calculated capacitance and induced po-
tential can be used to calculate the local per-
mittivity from Eq. (10) as shown in Fig. 4. The
permittivities in the middle of the metal slabs
diverge, while the values in the middle of the
MgO slab for optical and static response corre-
spond almost exactly to bulk values calculated
using DFPT. The numerical consistency with
DFPT results indicate the high reliability of
the OSA. The small oscillations near the in-
terface originate from the chemical details of
the interface, giving rise to an interfacial ca-
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Figure 4: The calculated inverse permittivity
profile of the Au/MgO/Au capacitor.

pacitance component that adds in series to the
bulk capacitance.

1.4 The intrinsic dead layer effect:
SrRuQ;/SrTiO;/SrRuO;

Figure 5: The calculated inverse permittivity
profile of the SRO/STO/SRO capacitor.

Next, we apply the OSA to a system with
much more prominent interfacial capacitance
component; we reexamine the intrinsic dead
layer effect in the SrRuOs; (SRO)/SrTiOs
(STO)/SRO capacitor that was reported in
Ref. [3]. A different finite-bias approach based
on maximally-localized Wannier functions [15]
was used in Ref. [3], but we obtain essentially
the same results here (Fig. 5). The dielectric
constant is severely decreased at the interface,
amounting to an interfacial capacitance com-
ponent of 610 fF/um?. This translates to an
upper limit of 305 fF/um? on the capacitance
that can be attained by simple scaling-down of
dielectric thickness, since for very thin high-¢,
dielectrics, the total capacitance will be dom-
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In the
6-layer STO capacitor shown here, the cal-

inated by the interfacial component.

culated capacitance is 270 fF/um?, which is
very close to this intrinsic limit. The sever-
ity of this dead layer problem is not limited
to such ultrathin cases. Even for a capacitor
with STO as thick as 54 nm, the total capaci-
tance would have only 74% of the nominal ca-
pacitance calculated using the bulk dielectric

constant ¢, = 640 and Eq. (1).

1.5 Quantum capacitance
of graphene

In certain situations, quantum effects can
have a large impact on the total capaci-
tance. One such known situation is when us-
Due
to its conical band dispersion with zero DOS

ing graphene as the electrode [27, 28|.

at the Fermi level, the Fermi level position
has to be displaced significantly to charge
graphene. The bias voltage does not match
the potential difference as depicted schemat-
ically in Fig. 6, and this results in a bias-
dependent quantum capacitance component
that adds in series to the geometric capaci-
tance of Eq. (1). To test whether the OSA
can treat this effect, we performed calculations
on the graphene/vacuum/graphene capacitor
shown in Fig. 7 (a) [17]. The electrostatic po-
tential difference between the electrodes is pre-
dicted to be smaller than the applied voltage in
line with the above-mentioned picture (Fig. 7
(b)). The calculated capacitance (Fig. 8) can
be fitted decently with an approximate ana-
lytical formula for the quantum capacitance in
this system [17, 27]. Thus, we can judge that
the OSA can be used to calculate quantum ca-
pacitance effects.

1.6 Summary

We developed the orbital-separation approach
for simulating the effect of applied bias on
metal/insulator heterostructures within the
Kohn-Sham formalism of density functional
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Figure 6: Schematic of the situation in
graphene giving rise to the quantum capaci-

tance.
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Figure 7: (a)  Schematic
graphene/vacuum/graphene
(b) axy-plane average of the electrostatic
potential difference with respect to zero bias.
The dashed vertical lines correspond to the
position of the graphene sheets. Adapted from

Ref. [17].

theory. The method is shown to be robust,
We showed that the
method can be applied to examination of the

efficient, and reliable.

dead layer effect as well as the quantum effects
on the capacitance. Finally, we note that the
application of the OSA is not limited to calcu-
lation of the dielectric response; it also holds
much future promise for applications in a wide
range of problems where bias voltage is an im-
portant factor such as electrochemical devices
and scanning probe microscopy.

21

;;12 . . . . . .
1
€ 10t . c=1/VdEdV -
é 8* 'C=dQ/dV geo ]
NS

O 6} ]
v}

c 4} |
=

T 5l ]
oy

o 0Ot L

00 02 04 06 08
Bias voltage V (V)

10

Figure 8: The capacitance calculated from
voltage vs. energy (white circles) and volt-
age vs. induced charge (black squares). The
dashed line indicates the geometric capaci-
tance obtained from the fitting to analytical
formula (see Ref. [17] for details). Adapted

from Ref. [17].

of
multi-domain ferroelectric-

Negative capacitance

paraelectric bilayer capaci-
tor under bias

2.1 Introduction

As mentioned above, the difficulty to increase
the capacitance due to the dead layer effect
is a significant bottleneck that must be over-
come for future nanoelectronics. One possibil-
ity that has been gaining attention recently is
the utilization of negative capacitance. Since
crt +
Cy L negative capacitance implies that its ad-

series capacitance adds up as C~! =
dition to a capacitor in series results in capac-
itance enhancement without further thinning
of the dielectric layer. Recently, experimen-
tal works have reported capacitance enhance-
ment in two-dimensional electron gas near de-
pletion [29], as well as in ferroelectric thin films
[30, 31, 32, 33, 34]. Here, we focus on the lat-
ter.

According to elementary electrostatics, the
inverse capacitance is proportional to the cur-

vature of the internal energy vs. electric dis-
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placement curve, i.e.,

dD?’

Thus, negative capacitance is attained in the

2
c1-dU (11)

middle region of the double-well energy land-
Of course,
this region is unstable and bulk ferroelectrics
it has
been suggested that depolarizing field effects

scape of ferroelectric materials.

spontaneously polarize. However,
can suppress the polarization [35], result-
ing in stabilization of the near-zero polar-
Such ef-
fects can be introduced by placing a para-

ization negative capacitance state.

electric material in series with the ferroelec-
tric, or it can also take the form of polar-
ization stiffening due to the interfacial dead
layer. Indeed, uniform spontaneous polariza-
tion in metal/ferroelectric/metal heterostruc-
tures was found to be suppressed when the fer-
roelectric was thinned down to a few unit cells
as a result of the interfacial dead layer effect
(36, 4].
E

TN N
1

1

NN
NIZA

N
>

CINAIN AN AT AT
NN N
Figure 9: Schematic of the confinement of de-

polarizing field to the surface region by stripe
domain formation.

The above discussion has been criticized for
overlooking the fact that ferroelectrics usually
form polarization domains to decrease the de-
polarization energy [37, 38, 39, 40, 41, 42]. By
forming 180° domains, the surface polarization
charge of adjacent domains cancel each other
and the depolarizing field is confined near the
surface of the film (Fig. 9). This allows the
ferroelectric to polarize and lower the energy
of the system, so the magnitude of the nega-
tive capacitance effect would be severely lim-
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ited [43]. On the other hand, works on various
heterostructures containing ferroelectric films
have shown that the domain structure does
not always appear, and that the domain forma-
tion in thin films depends on the film thickness,
electrical boundary conditions, and the specific
ferroelectric material [44, 45, 46, 47, 48, 49].
We also recall that capacitance enhancement
has indeed been measured by several workers
as mentioned above.

In Ref. [24], we set out to clarify this situa-
tion using first-principles simulation. We em-
ployed the orbital-separation approach to sim-
ulate the ferroelectric thin film system under
bias, focusing on the response of the polariza-
tion domain structure to applied bias voltage
and the resulting capacitance. We give a some-
what shortened version of the work presented
in Ref. [24] and refer the reader to the orig-
inal paper for more in-depth discussion with
various subtleties in translating the simulation
results to experimental systems.

2.2 Method and Model

We employ the orbital-separation approach
implemented in VASP for finite bias calcu-
lations. =~ We consider a metal-ferroelectric
(FE)-paraelectric (PE)-metal bilayer capacitor
where SrRuOjs (SRO) is used as the metallic
electrodes, BaTiO3 (BTO) is used for the fer-
roelectric layer, and SrTiO3 (STO) is used as
the paraelectric layer. The model consists of
1 x 4 in-plane perovskite unit cells for con-
We also

consider a model with only one in-plane unit

sideration of 180° striped domains.

cell to constrain the system to be monodomain;
this model will serve as a reference to compare
to the above multidomain model and elucidate
the effect of domain formation. We also calcu-
late a metal-PE-metal capacitor with the same
number of PE layers to single out the effect of
the FE layer. The in-plane unit cell size is
constrained to that of bulk cubic STO to im-
plicitly model the epitaxial growth of the mul-
tilayer structure on STO substrate. The ca-
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pacitor models are relaxed under finite biases
to simulate the static (DC) dielectric response
and examine the stability of the polarization
domain structure.

2.3 Results and Discussion

2.3.1 Formation of striped domains

SRO BTO STO SRO
bulk—> e . .
0.1 rdnour:elir;/\
mono- -
u@ 0.0 domain @ o B '\I:=‘.--
iOi 1 \./././l
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bulk—> . L L L
0 20 40 60 80 100
zR

Figure 10: Anion-cation displacement in the
TiOs layers of BTO and STO at zero bias. Re-
sults in monodomain and multidomain FE-PE
capacitor models are compared. The value in
bulk BaTiOj3 is indicated by arrows.
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Figure 11: The local cation displacements in
the BTO part of the stripe domain FE-PE ca-
pacitor model. Adapted from Ref. [24].

Figure 10 compares the local polarization
perpendicular to the interface of the relaxed
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bilayer capacitor model with four in-plane unit
cells and that with only one in-plane unit cell.
The polarization is suppressed in the single
unit cell model, but the four-unit cell model
shows finite polarization in two directions due
to striped domain formation (Fig. 11). The
energy gain by domain formation is ~ 20 meV
per in-plane unit cell; this means that indeed,
it is more favorable to break up into domains to
lower the depolarization energy. However, the
magnitude of the polarization is smaller than
bulk, implying that there is some remaining
depolarizing effect due to the combination of
epitaxial strain and interface effects.

2.3.2 Bias dependence of the capaci-
tance and domain structure

1000 : . . T T
M —A-PE
—&— PE/FE (monodomain)
<~ 800} —m— PE/FE (striped dom.)
g 015
o
£ 600 € o
8 § 005
S
= 400t i
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©
£y
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00 01 02 03 04 05 06
Bias voltage (V)

Figure 12: The calculated capacitance as a
function of applied bias for PE (triangles),
monodomain PE-FE (circles), and striped do-
The calculated free
charge for the striped domain PE-FE system
is shown in the inset. From Ref. [24].

main PE-FE capacitors.

Figure 12 shows the calculated differential
capacitance d@/dV of the metal-FE-PE-metal
bilayer capacitor with and without polariza-
tion domains compared to the metal-PE-metal
capacitor. Near zero bias, the monodomain
FE-PE bilayer capacitor shows capacitance en-
hancement over the monolayer PE capacitor,

implying that the FE layer shows negative ca-
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Figure 13: Schematic of the antiferroelectric-
like evolution of the polarization domains un-
der bias. Negative capacitance is observed

within the shaded region.

pacitance due to the suppression of polariza-
tion. On the other hand, the more realistic
multidomain model shows lower capacitance
than the PE capacitor, indicating that domain
formation indeed inhibits the emergence of the
negative capacitance effect. However, once
we turn on the bias voltage and examine the
voltage dependence, we find that the capac-
itance shows hysteretic behavior with a large
enhancement over the monolayer PE capacitor.
This behavior is due to the antiferroelectric-
like domain evolution summarized in Fig. 13.
At low bias, the striped domain state is stable
and no negative capacitance effect is observed.
At higher biases, the monodomain state be-
comes stable and remains so until the bias is
lowered below 0.1 V. The negative capacitance
effect is seen within this monodomain regime,
and the multidomain-monodomain transition
also contributes to a huge capacitance en-

hancement.

2.4 Summary

We employed our newly-developed orbital sep-
aration approach to examine the possibility
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of the emergence of negative capacitance in
Although sev-
eral experimental works had reported rather

ferroelectric ultrathin films.

large negative capacitance effects, it was not
clear how such an effect was viable when con-
sidering domain formation. In this work, we
showed that at least when the ferroelectric film
is thinned down to a few unit cells, a not-so-
large bias of ~ 0.2 V is sufficient to turn the
system into a monodomain state with signifi-
cant capacitance enhancement due to the neg-
ative capacitance effect. Further experimental
and theoretical studies are necessary to clarify
the effects of non-idealities not taken into ac-
count in this work such as finite-temperature,
defects, and nucleation.
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Correlation Effects in Topological Insulators

Norio Kawakami
Department of Physics, Kyoto Unwversity, Kyoto 606-8502

1 Introduction

Recent years have witnessed a surge of interest
in topological insulators (T1Is), which provide
a new research platform in condensed matter
physics. TIs have nontrivial band structures
due to the spin-orbit coupling. A striking fea-
ture in T1Is is that they host gapless edge states
at boundaries, which are protected topologi-
cally. The notion of TI was originally pro-
posed for graphene [1] and also for HgTe/CdTe
quantum wells [2]. The latter TI was con-
firmed experimentally [3]. Also, many exam-
ples of T1Is in three dimensions have been found
in bismuth-based compounds, etc.[4, 5]. Al-
though theory for TIs has been mainly de-
voted to non-interacting systems so far, cor-
relation effects on them have attracted much
attention, since novel aspects of electron corre-
lations would emerge under topologically non-
trivial conditions. This issue has further been
stimulated by the fact that there are a vari-
ety of candidates for correlated TIs [6, 7, 8, 9],
such as SmBg [10, 11], etc. In spite of extensive
studies, understanding of topological phases in
correlated systems|[12, 13, 14, 15, 16, 17, 18, 19,
20], especially a topological Mott insulator, is
still not sufficient. As mentioned above, gap-
less edge modes which are a source of exotic
and rich physics are induced by bulk nontriv-
ial properties in free fermion systems. Even in
correlated systems, the nontrivial band struc-
ture would lead to novel gapless edge states;
for example, edge states composed only of spin
excitations in topological Mott insulators.

Here, we report our recent studies on the
correlated TIs[21, 22]. We first discuss a topo-
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logical Mott insulator in one dimension (1D)
in Sec.2 to address how the edge Mott states
emerge due to the interplay of topology and
correlation [21]. We demonstrate, based on
DMRG calculations with high accuracy, that
the topological Mott insulator accompanied by
the edge Mott states is indeed stabilized. In
Sec.3, we then address a similar question for
a two-dimensional (2D) correlated TIs [22]. In
this case, we find a remarkable property caused
by the interplay of topology and correlation:
the topological properties emerge with increas-
ing temperature in the presence of strong cor-
We demonstrate that the above
counterintuitive properties are not specific to

relations.

the model employed here but rather generic
for correlated TIs. In Sec.4, we briefly explain
some related topics we have studied in recent
years [23, 24, 25, 26]. Brief summary is given
in Sec.5.

2 Topological Mott insulator
in 1D
We start with a fundamental question:

whether a topological Mott insulator really
emerges in correlated system, and if so, how
the edge states behave in the presence of the
interaction. To address this question, we
here investigate a prototypical T1 with Hub-
bard interaction in 1D [21].

the bulk topological invariant and the entan-

By examining

glement spectrum of the correlated electron
model, we elucidate how gapless edge states
in a non-interacting TT evolve into Mott edge
Fur-
thermore, we propose a topological Mott tran-

states in a topological Mott insulator.
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sition, which is a new type of topological phase
transition. This unconventional transition oc-
curs in spin liquid phases in the Mott insula-
tor and is accompanied by zeros of the single-
particle Green’s function and a gap closing in
the spin excitation spectrum.

We consider a 1D correlated Su-Schrieffer-
Heeger (SSH) model, which describes a bond-
alternating tight binding model with electron
correlation. The Hamiltonian reads,

Hssy = Z(—tCLlagciba + VC;'[ang‘ba + h.c.)
i
+ U niatniay +J Y Sia-Sib (1)

1ot %

with njne = czwcma, where czw(cm(,) is a
creation (annihilation) operator for an elec-
tron at site ¢ and in orbital @ = a,b and spin
o =7T,] state. We introduce the third term
representing the ferromagnetic spin exchange
interaction, which is crucial for a topological
phase transition induced by electron correla-
tions. We recall that in the non-interacting
case, in the region of —t < V < t, the system
is in a TT phase protected by chiral symme-
try, which is characterized by a nonzero wind-
ing number. Note that the symmetry is es-
sential for determining the topological prop-
erties, and our analysis is valid generically
for the 1D chiral-symmetric class. We em-
ploy the density-matrix renormalization group
(DMRG) method, which provides a powerful
tool to compute the ground-state quantities
with high precision. In what follows, we choose

the hopping integral ¢ as the energy unit.

(a) Topological Mott phase with spinon edge
states

Let us start with a Topological Mott insula-
tor by setting J = 0 in the model Hamilto-
nian [21]. The obtained results are shown in
Fig. 1. It is seen from Fig. 1(a) that even in
the presence of U, the winding number takes
Ny = 1, implying that the system is always in
a topological phase. Although the noninteract-
ing TI continuously changes to the Mott insu-
lator in the bulk with keeping N1 = 1, the edge
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Figure 1: Results obtained for the parameters
(J,V)=1(0,-0.4) [21]: (a) winding number N
for chain length L = 11, (b) double occupancy
of orbital a at the edge site for several choices
of L, (c) ((d)) single particle (spin) excitation
gap under open boundary conditions.

site shows a discontinuous change at U = 0;
namely as seen from Fig. 1(b), the double oc-
cupancy abruptly decreases once the interac-
tion U is introduced. This implies the forma-
This
abrupt change signals the emergence of topo-

tion of a local spin around the edges.

logical edge-Mott states, where electron corre-
lations play a crucial role. Namely, the emer-
gent local spin is not completely free, but still
screened even after the abrupt change, imply-
ing that the edge states are strongly correlated.
As seen from Fig. 1(c), this abrupt change is
accompanied by a gap formation for the single
particle excitations at the edges, while the col-
lective spin excitations are still gapless. The
latter may be referred to as gapless ”spinon
edge states”. These observations lead us to the
conclusion that at U = 0 a correlated edge-
Mott state with gapful charge (gapless spin)
excitations is induced at each edge, while the
bulk behaves as a correlated band insulator.
Although the single particle excitation spec-
trum is gapped at edges, degeneracy in the
entanglement spectrum is maintained, giving
rise to gapless edge modes in the spin exci-
1(d)).

the analysis with the entanglement spectrum

tation spectrum (Fig. Furthermore,
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(not shown here [21]) elucidates the above-
mentioned fragility of edge states upon intro-
duction of U.

Summarizing the results obtained for the
correlated SSH model with J = 0, we have
a topological Mott insulating phase where the
bulk is always in a correlated TT insulator char-
acterized by the Chern number N, = 1, while
the edge state is changed from a gapless elec-
tron mode to a topological edge Mott mode
having gapful charge (gapless spin) excitations.
We believe that this gives the first unambigu-
ous example of topological Mott insulators.

(b) Topological phase transition

We now consider a topological Mott transi-
tion, which is a new type of topological phase
transition characterized by zeros of the single-
particle Green’s function and a gap closing in
the spin excitation spectrum [21]. To address
this problem, let us switch on the exchange
interaction J in the Hamiltonian (1), which
can induce an intriguing phenomenon never
If the in-
teraction is ferromagnetic, a topological transi-

observed in free fermion systems.

tion is induced by correlation effects; for exam-
ple, for J = —1.5, the winding number changes
from N; =0 to N; = 1 with increasing the in-
teraction U, as shown in Fig. 2(a). Therefore,

Ny

R 0.3

. 02y

5‘3 0 ‘: ut=0

EOLY \[\/ Ut=3 —|

-02 | ut=32 -
0. ‘ -0.3 . ULt =4
0123145 01 0 01 02
Ut ReG,p(Kk)

Figure 2: Left panel: Winding number for
(J,V) = (=1.5,—1.6) and L = 11 as a func-
tion of U [21].
Green’s function Ggp. As the momentum £ is

Right panel: locus of the
increased, Gy (k) draws its locus clockwise. In
a trivial phase, at k = kyin, Gap(k) is positive
and real and draws its locus clockwise.

the trivial insulator changes into a nontrivial
one. In contrast to the non-interacting case,
the topological properties are changed without
a gap closing; as seen in the right panel of Fig.
3, the single particle excitation gap remains fi-
nite even at the transition point. Thus, zeros of
Green’s function are required at this point. In-
deed we can see that a zero appears at the tran-
sition point (right panel of Fig. 2); at U =0, a
locus of the Green’s function G(iw = 0, k) does
not wind the origin, but as the interaction U is
increased, the locus approaches the origin and
finally crosses it.

' L=30
c N -
26 8 AZ/I ——
< 06
4 J 04
2 o %0eg °
Nl 2” N (L) \ 02
4-fol d
| 0 Lo
0123456738 0 1 2 3 4
Ut Ut

Figure 3: Left panel: Plots of lowest five
entanglement spectra as functions of U un-
der periodic boundary conditions for (J, V) =
(—1.5,—1.6) [21]. Right panel: Plots of spec-
tral gap for the same parameters; single parti-
cle excitation (spin excitation) is denoted as A,
(A,).

modynamic limit with scaling L~!

These values are extrapolated to ther-

The above-mentioned topological properties

sare confirmed by the entanglement spectrum.

Namely, topological properties described by

the winding number are also characterized by
_fthe structure of the entanglement spectrum.

0.3We can observe in Fig. 3 that the entangle-
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ment spectrum becomes degenerate for 3.2 <
U. Note that a change in the degeneracy of the
entanglement spectrum requires a gap closing
at the transition point, although the single par-
ticle gap remains finite at this point. There-
fore, the only way to satisfy the condition for
this topological Mott transition is to close a
gap in a collective excitation spectrum, which
corresponds to the spin excitation spectrum in
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our case. Therefore, we generally expect that a
collective excitation spectrum becomes gapless
at the topological Mott transition point where
the Green’s function has zeros.

3 Temperature-induced topo-
logical properties in 2D

We now investigate how topologically non-
trivial phases evolve at finite temperatures.
Specifically, we study a Kane-Mele Kondo lat-
tice shown below at finite temperatures with
dynamical mean field theory (DMFT) [22]. We
find an intriguing phenomenon: restoration of
topological properties at finite temperatures,
which is caused by the interplay between topol-
ogy and correlation. These phenomena are un-
covered by analyzing the bulk as well as edge
properties: in the bulk, the spin-Hall conduc-
tivity which is almost zero around zero tem-
perature increases with increasing tempera-
ture, while at the edge, the gapless edge modes
emerge with increasing temperature. We thus
elucidate that the interplay of the topological
nature of the system and the Kondo effect is es-
sential for the restoration of topological prop-

erties.
In order to demonstrate the above-
mentioned phenomena explicitly, we here

employ a topological Kane-Mele Kondo model
on a two-dimensional (2D) honeycomb lattice.
The Hamiltonian reads

Hxmi =Hgp +JY si- S,
i
HKM = —1 Z C;UC]'J
(ij)o
titso Y sen(i, f)sen(o)el ,cjon (2)
((3.9))

%c;sas,s/cm/ and sgn(o) =
for o =1 ({). ;S
with spin s =1,] at site 1.
calized moment of spin S = 1/2 at site i on
the honeycomb lattice. The effect of spin-orbit

coupling is incorporated in sgn(i,j), which

with S; — 1 (—1)

Here ¢, . creates an electron

S, denotes a lo-
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takes 1 (—1) when the electron hops clockwise
(counter clockwise), respectively.

At J = 0, conduction electrons on the Kane-
Mele lattice are completely decoupled from lo-
calized spins, and therefore the conductivity
takes a finite quantized value at zero temper-
ature, which is proportional to the topological
invariant. At finite temperatures, it takes a fi-
nite but not quantized value. Nevertheless, if
the temperature is smaller than the bulk gap,
we have a spin-Hall conductivity close to the
quantized value. This temperature region is re-
garded as a ”topological insulator region” ap-
proximately, although the quantization is not
well defined at finite temperatures.

0.1 —
0.08 |- 2" order /,'/ é‘\l
006 S
T/t ' : / !
004 L Critical ppint S .
002 | L+ ".
i f:rivial AF ‘ 'I ‘
st order : -
' 0 05 1 15 2 25
: AFTI : J/ t E ordinary
Jea Jel Kondo ins.

Figure 4: Phase diagram of temperature (7)
vs. the antiferromagnetic coupling (J) [22]. A
first order transition (solid orange line) is ob-
served in the weak-coupling region while it be-
comes second order (dashed green line) with
increasing J. For J < 0.683t a topological
antiferromagnetic phase (AFTI) is stabilized.
This phase changes to a trivial antiferromag-
netic phase and an ordinary Kondo insulator
with increasing J. The topological structure is
well-defined only at zero temperature.

Before addressing the topological properties,
let us briefly summarize the obtained phase di-
agram shown in Fig. 4. For weak exchange in-
teraction J, there is an antiferromagnetic topo-
logical phase, which is induced by the RKKY

interaction. With increasing J, this phase
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changes to a trivial antiferromagnetic phase.
Further increase in J stabilizes an ordinary
(trivial) Kondo insulator. When the tempera-
ture increases, the antiferromagnetic order dis-
appears via a first (second) order transition
for weak (strong) interaction strength J. We
find that the system shows the topologically
nontrivial properties for J < 0.683t, while the
increase in J induces a topological transition.
At this continuous topological transition point,
gap-closing in the density of states is observed.

In the following, we reveal that the interplay
between electron correlations and topological
properties leads to an intriguing crossover be-
havior; topological properties are restored at
finite temperatures in the region where the
topological structure of the ground state is de-
stroyed. We confirm these intriguing proper-
ties in the following two steps: we start with
the nonmagnetic phase then move to the anti-
ferromagnetic phase.

In order to capture the essence, let us
first restrict ourselves to paramagnetic solu-
tions. The calculated conductivity is plotted
in Fig. 5(a).
Hall conductivity is zero for J = 0.5t since the

At low temperatures, the spin-

topological invariant is no longer well-defined
due to the Kondo effect; the singlet formation
between electrons and localized spins leads to
zeros of the Green’s function (i.e., divergence
of the self-energy) [see Fig. 5(b)]. With in-
creasing temperature, the Kondo effect is sup-
pressed, and the conductivity increases. For
T > 0.03t, the conductivity approaches the
values of J = 0 which are almost quantized.
The increase of the spin-Hall conductivity is
also observed for J = 0.7¢, even though in-
creasing the coupling strength J suppresses the
conductivity at finite temperatures due to en-
hancement of the Kondo effect.

This increase of the conductivity is inter-
preted as a restoration of gapless edge modes.
Our real-space dynamical mean-field theory
(R-DMFT) calculations using the ribbon ge-
ometry reveal how finite temperatures affect

31

J/t=05 (Para) —*—
J/t=07 ——
J/It=0 ——
> 17 4
><b 0.5 a) 1
0

00 01 02 03 04 05
T/t

J/t=0.5 (Parg

ReZ; (i) —*

-10 t(b) ImZ; (io,) — |
0 + +
J/ 1 =0.5 (AF)
5 IREZZT?(D”; : |
_10 7(0) | m T |0)n‘
0.00 0.02 0.04
i/ t

Figure 5: (a): Spin-Hall conductivity at finite
temperatures. (b) ((c)): Self-energy of up-spin
state in the paramagnetic (antiferromagnetic)
phase [22].
ductivity is zero even in the high temperature

For ts,, = 0, the spin-Hall con-

region.

the edge modes. From the results (not shown
here [22]), we can see that edge modes are de-
stroyed due to the Kondo effect at low temper-
atures, but are restored with increasing tem-
perature, leading to an increase of the spin-
Hall conductivity.

Therefore, we conclude that the origin of this
crossover is the competition of the Kondo effect
and the topological properties. In the low tem-
perature region, the Kondo effect governs the
low energy properties and destroys the topo-
logical structure. On the other hand, topolog-
ical properties (i.e., the conductivity and edge
states) are restored if the temperature is higher
than the Kondo temperature but smaller than
the energy scale of the band gap of the non-
interacting topological insulator.

It should be noted that the restoration of
topological properties occurs even in the anti-
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Figure 6: Spin-Hall conductivity for several
values of J [22]. The error bars at low temper-
atures are due to extrapolation to the w — 0
limit. At high temperatures these error bars
are smaller than symbols. Arrows denote an-
tiferromagnetic transition points.

ferromagnetic phase; the increase of the spin-
Hall conductivity is observed in the antiferro-
magnetic phase. The conductivity in the anti-
ferromagnetic phase is shown as a function of
T in Fig. 6. At J = 0.75¢, where the ground
state is topologically trivial, the spin-Hall con-
ductivity vanishes at zero temperature, but
Note
that the ground state is an antiferromagnetic
topological phase for J < 0.683.
Fig. 5(c), the magnetic order removes the pole

increases with increasing temperature.
As seen in
of the self-energy, and the ground state pos-

This leads to a
dip structure in the temperature dependence of

sesses nontrivial properties.

the conductivity for J = 0.5¢; with decreasing
temperature the Kondo effect firstly decreases
the conductivity for 0.021¢ < T < 0.03t,
but with entering the antiferromagnetic phase
(T' < 0.021t), the conductivity increases again
because the ground state is the antiferromag-
netic topological insulator.

Summarizing this section, we have observed
an intriguing crossover behavior due to the in-
terplay between electron correlations and topo-
logical properties. At low temperatures, the
Kondo effect destroys the topological struc-
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ture. However, the topological properties are
restored if the temperature is higher than the
Kondo temperature but smaller than the band
gap of the topological insulator. The restora-
tion of topological properties can be observed
in the bulk and the edge. The spin-Hall con-
ductivity rapidly increases even if it is almost
zero at low temperatures. Edge modes, de-
stroyed by the Kondo effect in the low tem-
perature region, appear with increasing tem-
peratures. The crossover behavior is observed
in both of the paramagnetic and the antiferro-
magnetic phases.

4 Related issues

We have also studied some interesting issues
related to topological phases, which we briefly
summarize below.

(a) Topological phase transitions in periodi-
cally driven systems [23, 24]: Recently, con-
cepts of topological phases of matter have been
extended to nonequilibrium systems. In par-
ticular, periodically driven systems described
by Floquet theory have been a topic of in-
tensive studies. We propose a model which
shows non-equilibrium topological phase tran-
sitions in cold-atomic systems. Namely, we
demonstrate that the Rabi oscillation plays
an important role to tune the band structure
in fermionic optical lattices, driving a non-
equilibrium topological phase transitions from
the trivial insulator to a time-reversal symmet-

ric (Z2) TL.

(b) Hidden topological properties of quantum
walks[25]: Quantum walks provide a unique
platform to realize Floquet TIs in a nonequilib-
rium systems driven by a time-periodic field.
So-called discrete quantum walks consists of
two operators, i.e. shift and coin operators,
which respectively play a similar role of par-
ticle hopping and spin-rotation due to spin-
orbit coupling. We can thus realize various
topological phases in quantum walks for cold

atomic systems, photonic systems, etc. We
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here obtain the phase diagrams of the topo-
logical numbers for the 1D discrete quantum
walks. This accounts for a hidden topologi-
cal phase of the 1D photonic quantum walk
studied in recent experiments, in which edge
states were observed, even though the param-
eter space was considered to be topologically

trivial.

(¢) Topological properties of quasiperiodic cor-
related systems [26]: We analyze a quasiperi-
odic Bose lattice system in 1D, which we call
Harper-like Bose-Hubbard model.
pute the Chern number and observe a gap clos-

We com-

ing behavior as the Hubbard interaction U is
changed. Also, we discuss the bulk-edge corre-
spondence in the system. Furthermore, we ex-
plore the phase diagram as a function of U and
a continuous deformation parameter between
the Harper-like model and another important
quasiperiodic lattice, the Fibonacci model. We
numerically confirm that the incommensurate
charge density wave (ICDW) phase is topolog-
ically non-trivial and it is topologically equiv-
alent in the whole ICDW region

5 Summary

We have reported our recent studies on corre-
lated TIs and some related topics. We have
established the emergence of 1D topological
Mott insulator, which is accompanied by edge
Mott states carrying only spin currents. This
was done by applying the DMRG method to
the calculation of the winding number as well
as the entanglement spectrum. We have also
shown an intriguing topological phase transi-
tion from a trivial to nontrivial phase, which
is characterized by zeros of Green’s function.
We have addressed a similar question for
two-dimensional TIs by using a DMFT ap-
proach. As a typical example of correlated
topological phase in two dimensions, we have
considered a Kane-Mele Kondo lattice model,
where the Kondo effect becomes dominant,
leading to a topologically trivial singlet ground
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state. However, a remarkable phenomenon
is induced by temperature effects, reflecting
strong competition between topology and cor-
topological properties are re-
We have

confirmed that this kind of temperature in-

relation, i.e.
stored by raising the temperature.

duced topological properties are not specific to
the present model, but applicable more gener-
ically to correlated TIs [27].

We have also summarized some other topics
related to topological phases, which we stud-
ied recently. This includes laser-induced TIs
in nonequilibrium conditions, hidden topolog-
ical properties in quantum walks, and topo-
logical properties of correlated quasi-periodic
Systems.

This work was partly supported by a Grand-
in-Aid for Scientific Research on Innovative
Areas (KAKENHI Grant No. 15H05855) and
also KAKENHI (No.25400366). This report is
based on the recent studies done in collabora-
tion with T. Yoshida, R. Peters, S. Fujimoto,
M. Nakagawa, F. Matsuda and M. Tezuka.
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Abstract

Multiscale simulation of entangled polymer
melt flow has been developed based on the
smoothed particle hydrodynamics model and
the dual slip-link model. A kernel gradient free
method and a particle shifting method were
implemented to improve the accuracy of the
macroscopic fluid dynamics and stabilize the
multiscale simulation. We have investigated an
effect of the polymer chain length on the fluid
dynamic behavior. Since the longer chain has
the longer correlation time, the non-linearity in
the macroscopic field is enhanced in the longer
chain case.

1 Introduction

Flow prediction of polymer melt is important
for industrial processing [1-3]. Microscopic
polymer dynamics has a long correlation time
between a past state and the current state,
and the flow histories of polymer chain affect
the macroscopic flow dynamics. The micro-
scopic polymer dynamics should be considered
to predict the macroscopic flow dynamics of
polymer melt. It is, however, difficult to in-
clude the microscopic polymer dynamics into
the macroscopic flow dynamics because there
are large scale differences on space and time be-
tween microscopic polymer dynamics and the
macroscopic flow dynamics.

Micro-macro bridging approaches have been
done by several groups in two decades and

they have succeeded to treat simple viscoelas-
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tic fluids without entanglements of polymer
chains [4-10] and also with entanglements [11].
We have proposed a multiscale simulation
technique to treat the entangled polymer melt
flow using a different approach [12-15]. Our
multiscale simulation is based on the fluid par-
ticle simulation and the coarse-grained entan-
gled polymer dynamics simulation. Each fluid
particle has a polymer simulator, where the
states of polymer chains are different from
those in the other fluid particles. At each posi-
tion, the stress tensor o is calculated from the
polymer simulator in the fluid particle. The
macroscopic flow field v is updated through
the momentum balance equation, and then the
velocity gradient tensor k = (V)T is calcu-
lated at each fluid particle. Under the renewed
velocity gradient tensor k, polymer dynamics
simulation is performed and the stress tensor is
renewed. The macroscopic states and the mi-
croscopic states are updated alternately in the
multiscale simulation. This way is same with
the heterogeneous multiscale method that the
several time steps of molecular dynamics simu-
lation fits to the one time step of fluid dynam-
ics simulation [16-21].

To consider the flow history of poly-
mer chain, the macroscopic fluid dynam-
ics is solved using the fluid particle simula-
tion. The smoothed particle hydrodynam-
ics (SPH) method is widely used to simulate
the fluid dynamics of simple liquids and poly-
mer melts [22-28]. However, SPH is defective
to calculating the spatial gradient of physical
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variables near wall boundaries and surfaces.
To correct the gradient of field variables in
SPH, a corrective SPH method [29,30], a mod-
ified SPH (MSPH) method [31], and a finite
particle method (FPM) [32] have been devel-
oped. These methods have succeeded in calcu-
lating the gradient of field variables more ac-
curate than the original SPH method. Very
recently, a kernel gradient free (KGF) method
has been developed [33]. This new method
does not need to calculate in literally the ker-
nel gradient. KGF improves the gradient of
field variables and KGF is more stable than
MSPH and FPM. Since the spatial homogene-
ity of fluid particles affects the accuracy of fluid
particle simulation, we use a particle shifting
method (PSM) [34] to correct and distribute
the fluid particles equally at every time steps.
KGF and PSM improves the accuracy of the
multiscale simulation.

The correlation time of entangled polymer
chains with length ¢ is proportional to ¢3-
and is larger than of the order of millisec-
onds. Such a long time scale is not accessible
with the conventional coarse-grained molecular
dynamics simulation, so called Kremer-Grest
model [35]. Based on the reptation theory with
the some extensions [36-39], several entangled
polymer dynamics simulators have been devel-
oped [40-47]. In our multiscale simulation, we
use the dual slip-link model [44]. The merit to
use the dual slip-link model is that the model
can predict the rheological properties of the
standard polymer chains, such as polyethylene
and polystyrene, the algorithm is simple to
simulate the entangled polymer dynamics, and
the model does not require much computation
time.

We investigate the effect of the polymer
chain length to the macroscopic field. In the
next section, we review the procedure of the
multiscale simulation, the kernel gradient free
method, the particle shifting method, and the
dual slip-link model. Then, we discuss on the
flow dynamics around a obstacle. This prob-
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lem is same with the previous works [13,15].
We discuss the effect of the polymer chain
length difference using the revised multiscale
simulation method.

2 Multiscale Simulation

The multiscale simulation is based on the fluid
particle simulation and the polymer dynam-
ics simulation. Polymer melt flow is described
with the dynamics of fluid particle according
to the following equations.

dx
_— = 1
=, 1)
dv
— =V 2
T o+ pg, (2)

where x is the position, v is the velocity, p is
the density, o is the stress tensor, and g is the
external force. The density p(x) is obtained
using the kernel function W(|z' — |, h) to in-
terpolate the particle  and the neighboring
particles @/,

plx) = / da'mWW (e’ —x,h),  (3)

where m is the mass of fluid particle. We use
the following kernel function,

Ag
(hy/m)d
0,

[e_r2/h2 — 6_4] , 1T < 2h,
r > 2h,
(4)

where d is the dimension of the system, and

W(r,h) =

the normalization coefficient A; is calculated
from [drW (|r|,h) = 1, and found to be A; =
1.04823, Ay = 1.10081 and A3 = 1.18516. The
half value of width of kernel function A is set to
1.509 where g is the initial distance between
fluid particles. The stress tensor o consists
of the hydrostatic pressure term, the viscous

stress term, and the polymeric stress term:

(®)

The hydrostatic pressure p is determined from

o=-pl+os+ 0y

the density deviation:

p—po=C*(p—po), (6)
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where C' is the sound velocity, pg and pg are the
reference pressure and density, respectively.
The viscous stress coming from the molec-
ular vibration ignored in the coarse grained
polymer dynamics simulation is assumed to
ns {(Vv)T + Vv} where n, the vis-
cous constant. The polymeric stress o, is ob-

os =

tained from the coarse grained polymer dy-
namics simulation. The polymeric stress o
depends on the polymer chain conformation in
the fluid particle.

2.1 Kernel Gradient Free Method

The original SPH method uses the following
approximation for calculating the gradient of
field variable:

(V () = / A (Vg f ()W (7)

:/de(w’)W—/dsc’f(:c’)Vm/W
(8)
- / da' f(2')V oW, (9)

where W = W (|2’ — x|, h) is the kernel func-
tion interpolating fluid particles. From eq. (7)
to eq. (9), we use the partial integral and
the change of variables. The surface integral
in eq. (8) is assumed to be zero because the
kernel function is zero at the kernel boundary.
When the fluid particles exist near the bound-
aries, e.g. the wall boundary or the free sur-
face boundary, this assumption fails since the
kernel boundary does not correspond to the
boundary of integral. When the surface in-
tegral is not equal to zero, the original SPH
method can not calculate the gradient of field
variables accurately.

The kernel gradient free (KGF) method has
succeeded in calculating the gradient of field
variable accurately when the surface integral is
not equal to zero. The KGF method is based

on the Taylor expansion of field variable:
1
f@) = f@) +r-Vi@)+ rr: VVf(z)

+0(rP), (10

~—

where r = ' — . Multiplying W(|r|,h) to
eq. (10) and integrating over x’, we get

/dm’f(a:')W = f(a:)/dar;’W
+Vf(a:)'/da:’rW
+ %VVf(w) : /d:c'rrVV.

(11)

Substituting W to »W and rrW in eq. (11),
we get

/dm/f(az')rW: f(w)/daz'rW
—i—Vf(a:)-/d:r’rrW
1 ) ,
+ §VVf(:1:) : /dm rrrW,
(12

)

and
/dw'f(ac')rrW = f(ac)/d:c'rrW
+Vf(z)- /da:'r'rrW

+ %VVf(.’E) : /daz’rrrrW
(13)

The egs. (11) - (13) can be summarized to
matrix equation A - X = B;
P () (rr)
A= | (r) (rr)y (rrr) |, (14)
(rr) (rrr) (rrrr)
f
X=| vf |, (15)
sVVf
()
B=|(f) |, (16)
(rrf)

where (O) = [da’O(z’)W . We can solve the
matrix equation A - X = B using LU decom-
position and obtain V f not (V f). Note that
the kernel gradient VW does not appear in
(14) - (16). That is why this method is
called as the kernel gradient free method.

eqs.
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In the simulation, (O) is computed using the
following discrete form.

wwzz%aww%w,m>
je;
pi = p(xi)
= > mW(|ai;|, ), (18)
JEQ

where €2; represents the cutoff region with the
radius 2k from the i-th particle x;, and x;; =
Lj — Ly.

2.2 Particle Shifting Method

When the fluid particles get closer, tensile in-
stability occurs, where the particles make a
string like structure and these strings repel
each other [48].
fects the simulation results and should be sup-

The tensile instability af-

pressed. The pressure between the fluid par-
ticles does not disturb the tensile instability
because the force acting on the fluid particles
is the pressure gradient and the pressure gradi-
ent is zero between these close fluid particles.
We need an extra trick to correct the particle
positions to distribute uniformly.

The particle shifting method is one of the
choices to suppress the tensile instability. The
following direction vector n represents the di-
rection of the nonuniform distribution of the
fluid particles around «.

n(x) = /dx'?VV, (19)
= % (20)

When we shift the particle at @ to the direction
n, the particle distribution closes to uniform
one. Using the direction vector n, we define
the shift vector Ax:

Az = edyn, (21)
where € is the shift parameter. After the po-

sition and velocity of fluid particle is updated
from (xo1q,volq) to (x*,v*), according to (1)
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and (2), respectively, we apply the particle
shifting method:

*
Tpew = T + A.’L‘,

Vpew = V" + Az - V.

Eq. (23) is obtained from the Taylor expan-
sion of v(x + Ax) around x. When € is less
than 0.001, the tensile instability appears. On
the other hand, when ¢ is larger than 0.1, the
fluid particles make a crystalline structure and
the dynamics of fluid particles shows stick-slip
motion. The shift parameter e should be set
between 0.001 to 0.1.

2.3 Polymer Dynamics Simulation

The dynamics of entangled polymer chains is
handled with the dual slip-link model. The
dual slip-link model is placed on each fluid el-
ement and undergoes flow history that is non-
uniform flow changing at each position and
time.

In the dual slip-link model, the number of
entanglements on a polymer chain in equilib-
rium state is proportional to the polymer chain
length. The polymer chain with length L is
separated to Z sub-vectors r;, (i = 1,---,7)
with unit length a representing the constraint
tube between two entanglement points, or slip-
links, and two free end segments s; and so:
L = s +s2+ ZZZ:1 |r;|. Each slip-link has
a pair of slip-link on the other polymer chain.
The entangled polymer chain can move along
the constraint tube.

When a shear flow applied to a chain, the
tube segments are affinely deformed:

d’l"i B
3 kT (24)
k= (Vo)L (25)

where k is obtained from the macroscopic fluid
dynamics simulation. The length of polymer
chain is assumed to follow the differential equa-
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tion with Gaussian white noise g;(t):

1

=~ (L-L
dt TR( 0)
dL
t 2
—i_gl()—i_<dt>aﬁ‘ine7 ( 6)
TR = 1022, (27)
Lo = Z[)a2, (28)

where 7r is the Rouse relaxation time cor-
responding to the relaxation time of non-
entangled polymer chain, 7y is the unit time
of the slip-link model, Ly is the equilibrium
length' (%)af‘ﬁne
chain length between before and after affine
(24). The thermal fluc-

tuation of polymer chain causes the center of

represents the difference of
deformation in eq.

mass motion along the tube segments. This is
called as reptation. The reptation is achieved
through updating the free end segments with
Gaussian white nose ga(t):

ds;y 1 dL
FTER] (dt) + Drga(t), (29)
dsy 1 dL
E = 5 (dt) - DRQQ(t)’ (30)

where the first term represents the contribu-
tion from the chain difference from eq. (26)
and the second term represents the reptation

motion. Dr = \/2a?/37?7.Z is the diffusion
constant of Rouse chain. Note that

(9i(t))

(gi(t)g;(t"))

When sy or s is less than 0, the end of en-

0,
S(t —1')6i;.

tanglement point and the pair of it disappear.
On the other hand, when s; or so is larger
than a, the new entanglement point is created
on the free end segment and the pair on the
other polymer chain, selected randomly, are
created. The stress tensor o, is obtained from
the dyadic of the tension of polymer chain and
the direction of the tube segment averaging
over the all chains in the fluid particle:

z
op = G()(Z

=1

r,r;

); (33)

alr|

39

(15/4)kgT/V is the unit shear
modulus, kp is the Boltzmann constant, T' is

where Gg

the temperature, V is the unit volume.

2.4 Simulation Conditions

We consider 2-dimensional polymer melt flow
around an cylindrical obstacle as same as the
previous works [13,15]. The cylinder with the
radius R is made of particles fixed on the space.
To disturb penetration of the fluid particles
into the inside of the cylinder, the spaces be-
tween wall particles are smaller than dy. Since
the density of the wall particles is higher than
the bulk fluid, fluid particles are difficult to
penetrate into the cylinder. At initial condi-
tion, fluid particles are placed at regular inter-
vals with space g and polymer chains in the
fluid particles are equilibrium states.

We impose the periodic boundary condition
to the macroscopic system. The mass center
of polymer chains in the microscopic system
corresponds to the position of the macroscopic
fluid particle. Since the polymer chains in the
dual slip-link model are in the virtual space,
we can ignore the diffusion of polymer chains
between fluid particles.

We can obtain the zero-shear viscosity of
dual slip-link model from the Green-Kubo for-
mula.

o0

s /0 dt(o(t + T)o(r))r.  (34)

In the multiscale simulation, the zero-shear
viscosity is modified to include the dissipa-
tion from the molecular vibration less than the
tube:

1= 1p + 7s- (35)
7)s represents the viscosity coming from the dis-
sipation. We choose 7 as a characteristic vis-
cosity in the multiscale simulation.

The time units of macroscopic simulation
and microscopic simulation are set to the
same. The velocity gradient obtained from the
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macroscopic simulation is used to the micro-
scopic simulation without any conversion fac-
tor. The stress unit of macroscopic simulation
is normalized so that the characteristic viscos-
ity 1 is equal to one.

Number of fluid particles in the system is
3,548 and each fluid particle has 1,000 poly-
mer chains. Since the polymer simulators on
each fluid particle are independent from the
others, parallel computing is effective for the
multiscale simulation. Using 3,456 cores on su-
percomputer systems at the SCC-ISSP for 24
hours, we can run the simulation sufficiently
larger than the relaxation times of the short
and long polymer chain melts.

We discuss the low Reynolds number flow
where the flow around cylinder is expected to
be symmetric. The Reynolds number is Re =
pUR/n where p is the density of fluid, U is the
maximum velocity of the flow, R is the radius
of the cylinder, and 7 is the characteristic vis-
cosity. Polymer melt has the relaxation time 7
that the polymer chain stretch and orientation
persist after cessation of applying the defor-
mation. The polymer melt flow is character-
ized with the two dimensionless numbers, the
Weissenberg number and the Deborah number.
The Weissenberg number Wi = 77 is the ra-
tio of the viscous force and the elastic force.
The Deborah number De = 7/7, = 7U/R is
defined as the ratio of the relaxation time 7
and the characteristic time scale of observation
To. We expect that the shear viscosity 7, de-
creases when the Weissenberg number is larger
than one, and the non-symmetric flow field is
observed when the Deborah number is larger
than one.

3 Nonlinear Flow Behavior

We compare the results of a short polymer melt
with Z = 10 and a long polymer melt with Z =
20. The relaxation time of Z = 10 is about 530
and that of Z = 20 is about 6400, obtained
from the correlation function of the end-to-end
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Figure 1: Velocity fields of (a) short chain melt
and (b) long chain melt at steady state.

vector of polymer chain. The relaxation time
of the long polymer melt is 23 times larger
than that of the short polymer melt. We use
the normalized viscosity n and apply the same
external force g to the fluid particles so that
the Reynolds number is much less than one.

The velocity fields at steady state are sum-
marized in Fig. 1. The Reynolds number is less
than 0.1 in this condition. The maximum ve-
locity of the long polymer melt is higher than
that of the short polymer melt. We expect that
the viscosity coming from the polymeric stress
decreases in the long polymer melt because of
the shear thinning phenomena.

The reason why the maximum velocity of
the long chain melt is larger than that of the
short chain melt will be found from comparing
the stress tensors. Since each component of
the stress tensor is not rotationally invariant,
we obtain the eigen values and vectors of the
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stress tensor, and compare them.

The largest eigen value and vector of the
stress tensor are shown in Fig. 2 and Fig. 3, re-
spectively. The eigen value field is almost sym-
metric among the upstream and downstream
in the short polymer melt, while that is clearly
not symmetric in the long polymer melt.

The asymmetry of the eigen value field is
coming from the Deborah number. The Deb-
orah number is higher than one in the long
polymer melt and is less than one in the short
polymer melt. The eigen vectors both in the
short and long polymer melts are aligned to
the same direction in the vicinity of the cylin-
der where the Weissenberg number is larger
than one. In the short polymer melt, how-
ever, the orientation is random away from the
cylinder where the Weissenberg number is less
than one. Polymers are extended and aligned
in the long polymer melt rather than the short
polymer melt, resulting in the shear thinning
phenomena.

4 Summary

We have reviewed the multiscale simulation
that is composed of the fluid particle simu-
lation and the polymer dynamics simulation.
The fluid particle simulation has been solved
using the kernel gradient free method and the
particle shifting method. These two methods
stabilize the fluid particle simulation. The dual
slip-link model has been used as the polymer
dynamics simulation in the multiscale simula-
tion. This model has a full chain picture and
can treat the entanglement between the poly-
mer chains. We have shown a flow around a
cylinder in cases of the short and long poly-
mer melts. The long polymer melt has shown
the shear thinning phenomena while the short
polymer melt has not. The asymmetric fields
of the largest eigen value and the correspond-
ing eigen vector of the stress tensor have sug-
gested the polymer chain stretch and orienta-

tion around the obstacle. Especially in the
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Figure 2: The largest eigen values of the stress
tensor of (a) short chain melt and (b) long
chain melt at steady state.

long polymer chain melt, the asymmetry is
clear because the relaxation time or the cor-
relation time of the long polymer chain melt is
235 times longer than that of the short poly-
mer chain melt.

To decrease the noise, the number of poly-
mer chains in the polymer dynamics simulation
should be increased from the point of view of
the central limit theorem in probability the-
ory. We have developed the ensemble average
method using several replica simulation boxes
for a fluid particle to obtain the stress tensor
averaging over the replica [49]. This method
needs 10 to 100 times larger super computer
than that we used here and has been only ap-
plied to one dimensional problem. We will ap-
ply the noise reduction technique to the mul-
tiscale simulation of two or three dimensional
problem in the future using a super computer
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with more than 1,000,000 cores.
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Atomic Structures and Electronic Properties of

Hard- and Soft-Nanomaterials

Atsushi Oshiyama
Department of Applied Physics, The University of Tokyo
Hongo, Tokyo 113-8656

Main purpose of this project is to develop the
density-functional approach which enables us to
perform more accurate and larger scale static and
dynamical calculations on massively parallel archi-
tecture computers, to clarify underlying physics
and chemistry in phenomena in nano-materials and
structures, and to predict new phenomena in nano-
world. The following is an example which we have
achieved in 2015 fiscal year [J.-I. Iwata, C. Shinei
and A. Oshiyama, Phys. Rev. B 93, 125202
(2016)].

Magic Numers in Nano-size of Multivacan-
cies in Silicon Carbide

Point defects inevitably exist in semiconductors
and play important roles both in technology and
science. Such point defects as lattice vacancies or
interstitial atoms generally induce electron states
localized around the defects, their energy levels
being in the fundamental energy gap (deep lev-
els). Those deep levels act as carrier traps. Hence
structural identification of the deep levels is highly
demanded from technology viewpoints. Scientifi-
cally, the deep localized state brings forth intrigu-
ing properties: It enhances electron-lattice inter-
action and then occasionally constitute Anderson
negative U system with Jahn-Teller type local re-
laxation.

SiC is a promising material due to its attractive
properties such as the high dielectric breakdown
voltage and the high melting temperature. It is a
tetrahedrally bonded covalent semiconductor and
exists as many polytypes called 2H (wurtzite), 3C
(zincblende), 4H, 6H and so forth. The most exper-
imentally common polytype is 4H, which is corrob-
orated by our density-functional calculations: The
calculated cohesive energy with the generalized gra-
dient approximation (GGA) by Perdew, Burke and
Ernzerhof (PBE) in the density-functional theory

45

(DFT) of the 4H polytype is the largest, followed
by 6H, 3C, 2H with the cohesive-energy decrease
of 0.1 meV, 1.0 meV and 8.0 meV per SiC unit,
respectively.

Thermal treatment inevitably required in device
fabrication causes diffusion of point defects and
thus point defects are likely to segregate to be of
complex forms. Some deep levels are indeed argued
to be the divacancy or the trivacancy. However de-
tailed investigation of energetics and electron states
of such complex defects is lacking.

We have performed the density-functional calcu-
lations that clarify the atomic structures, the ener-
getics and the electron states of the multivacancy
V., consisting of ng; silicon vacant sites and n¢ car-
bon vacant sites (n = ng; + n¢) in the most sta-
ble silicon carbide polytype 4H-SiC. The calcula-
tions with the generalized gradient approximation
(GGA) for the monovacancy, Vs; and Vi, have clar-
ified the significantly lower formation energy of the
C vacancy accompanied with the efficient pairing
relaxation of the surrounding Si dangling bonds.
Based on this structural characteristics and the en-
ergetics for the monovacancy, we have proposed an
extended dangling-bond counting (EDBC) model
to discuss the stability of the multivacancy. The
EDBC model predicts a new stable next-neighbor
VeVe divacancy (Fig.) which is lower in the for-
mation energy than the usual nearest-neighbor di-
vacancy V¢ Vg discussed in the past. Our calcula-
tions with PBE functional and also with the hy-
brid functional (HSE06) have indeed clarified that
the VoV is more stable than the VVs; under C-
poor condition. Even under C-rich condition, the
next-neighbor divacancy VoV is more stable than
the nearest-neighbor VVs; when the Fermi level is
located in the lower half of the energy gap. The
next-neighbor divacancy is possible to be detected
with its peculiar hyperfine coupling constants by
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Figure 1:
divacancy VcVe composed of a next-neighbor pair
of two carbon vacancies. Blue (large) and brown

Geometry optimized structure of the

(small) spheres depict Si and C atoms, respectively.
The nearest neighbor Si atoms around ViV are
marked by Green (large) spheres. The vacant sites
are depicted by the dashed circles. The two of the
nearest neighbor Si atoms connected by the red
dashed line form the pairing relaxation.

the electron paramagnetic resonance (EPR) mea-
surements.

The EDBC model has been also applied to larger
multivacancy and revealed the energetically favor-
able pair (ngi, nc¢) and the topological network for
the multivacancy V,,. As a result, V,, withn =6, 9,
10, 14 has been shown to have relatively lower for-
mation energies: the magic numbers of the stable
multivacancy. We have also performed GGA calcu-
lations for the multivacancy V,, and clarified that
V3 and Vg is energetically favorable (Fig.). The sta-
ble V3 is a nearest neighbor complex of V-Vgi-V,
whereas the Vj is the high symmetry V5 (the central
Vsi surrounded by 4 Vi) plus symmetry breaking
next-neighbor V.

We have performed the GGA calculations for
electronic structure of thus obtained stable V3 and
Vs and discussed the possibility of detecting these
multivacancies. We have clarified the existence of
various charge states for V3 and Vg, for which high-
spin and low-spin states are possible depending on
the charge states (Fig.). In particular, the EPR
detected ANN1 center has been provisionally iden-
tified as the doubly positive trivacancy Vg-Vs;i-Ve.
The present calculations provide a firm theoretical
frame work to identify the multivacancies gener-
ated by heat treatments of SiC and discuss their
physical properties.
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Dissociation Energy (eV)

Attraction Energy (eV)

Size of Vacancy n

Figure 2: Dissociation energy ¢ (squares) and the
attraction energy 7 (circles) of the multivacancy
V,, obtained from GGA calculations. Right and
left axes represent ¢ and 7, respectively. Here the
dissociation energy (, is defined as ¢, = E¢(Vi41)+
E¢(Viy—1) —2F¢(V4) using the formation energies of
each vacancy. The attraction energy is defined as
M = Er(Vao1) + Er (V1) — Ex (V).

high

Figure 3:  Spin densities for the doubly posi-
tive [(a) and (b)] and doubly negative [(c) and (d)]
charge states of the hexavacancy. In (a) and (c),
the iso-surfaces at the value of 20 % of the maxi-
mum value are shown, and (b) and (d) are the con-
tour plots. The large (blue and green) spheres and
the small (brown) spheres depict Si and C atoms,
respectively. The green spheres depict the under-
coordinated Si atoms.
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First-principles statistical thermodynamics simulations on the
structure and reactivity of heterogeneous catalysts

Fahdzi MUTTARQIEN, Shiro TORII, Yuji HAMAMOTO, Kouji INAGAKI,
Hidetoshi KIZAKI, and Yoshitada MORIKAWA

Department of Precision Science and Technology,
Osaka University, Yamada-oka, Suita, Osaka 565-0871

In our research project, we have investigated
several systems including CO, adsorption and
hydrogenation on Cu surfaces, Bathocuproine-
metal interactions, naphthalene on graphite
surfaces, ligand-free Suzuki-Miyaura cross
coupling reactions in aqueous solutions, and
stability of Pd atoms dissolved into LaFeOs;
perovskite oxides. In the present report, we
explain some of our recent progresses.

Adsorption and decomposition of formic acid
on Cu surfaces are attracting considerable
attention because of their fundamental
importance in catalysis and also applications
experimentally reported that the formic acid
decomposes to formate species upon adsorption
on Cu(100)[1], and Cu(110)[2]. On the other

hand, it was pointed out that formic acid does

not dissociate at room temperature on the
Cu(111) surface, At low temperature, the
formic acid decomposition can be induced on
Cu(111) from polymeric structures[3,4]. The
hydrogen bonding network in polymeric
structure is responsible to stabilize the formic
acid and enhance its decomposition [4].

In the present works, we carried out self-
consistent van der Waals density functional
(vdW-DF) study of formic acid decomposition
on the single crystal Cu(111) surface. We
implemented vdW-DF based functionals (vdW-
DF1 [5], rev-vdW-DF2 [6], and optB86b-vdW
[71)

molecule-surface and molecule-molecule in the

to describe the interaction between
system more accurate [8]. To calculate self-

consistent potential for vdW-DFs accurately

Fig. 1: Schematic of formic acid decomposition in the polymeric structure on the Cu(111) surface.
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and efficiently, we employed separable form of
vdW kernel proposed by Roman-Perez and
Soler [9] with a modification by Wu and Gygi
to suppress the divergence of the kernel [10].
Our results showed that isolated single formic
acid is easily desorbed rather than decomposed
on the Cu(111) surface. While, the polymeric
structure of formic acid is more stable on the
Cu(111) surface, and easily decomposed into
formate species (Fig.1). We also noticed that
the formate product tends to form bidentate

formation on the surface. We clarified the
mechanism for the enhancement of formic acid
decomposition by the formation of polymeric

formic acid.
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First-principles calculation of interactions between extreme
pulse light and matter

Kazuhiro YABANA

Center for Computational Sciences,
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Interaction between intense and ultrashort
laser pulse and solid is one of active subjects in
current optical sciences. Employing a few-cycle
laser a number of

femtosecond pulses,

intriguing phenomena reflecting extremely
nonlinear light-matter interactions have been
observed. We have been developing a first-
principles computational method to describe
electron dynamics in solids under irradiation of
a pulsed electric field based on time-dependent
density functional theory, solving time-
dependent Kohn-Sham equation in real time for
electron orbitals in a unit cell of crystalline
solids.

For a quantitative description of light-matter
interactions, it is important to employ a
potential in the Kohn-Sham equation that
describes the band gap of the material
adequately. As is well known, a simple local
density approximation underestimates the band
gap systematically. Recently, a few potentials
that describe band gaps reasonably have been
proposed. We have investigated computational
methods to use such potentials in our code and

examined optical responses of dielectrics in
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both linear and nonlinear regimes [1].

We implemented two potentials in our code,
a meta-GGA potential developed by Tran and
Blaha and a hybrid functional of Heyd,
Scuseria, and Ernzerhof. For the meta-GGA
potential, we have found that a predictor-
corrector step is essential for a stable time
evolution. Since a computation of nonlocal
exchange potential in the hybrid functional
requires heavy computational costs, we have
developed a code that efficiently utilizes GPU.

We applied the code to various optical
phenomena. One of such applications is the
nonlinear photogalvanic effect [2]. It was found
that an extremely intense and ultrashort laser
pulse produces a current in dielectrics of wide
band gap. We have found that the induced
current in such dielectrics shows complex
behavior, changing its direction depending on
the maximum intensity of the pulse.
References
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Development of first-principles electronic-structure

and transport calculation method based on real-space

finite-difference approach

Tomoya Ono
Center for Computational Sciences, University of Tsukuba
Tennodai 1-1-1, Tsukuba, Ibaraki 305-8577

1 Introduction

SiC is attracted much attention due to its ex-
cellent physical properties, such as a high ther-
mal conductivity, high breakdown strength,
and large band gap. However, unlike Si metal-
oxide-semiconductor (MOS) field-effect tran-
sistors (FETSs), SiC MOSFETSs suffer from un-
acceptably low carrier mobility. Large amount
of defects at SiC/SiOy interface, which are gen-
erated in oxidation process, is expected to be
one of the origins for the low carrier mobility.
Therefore, understanding and precise control
of the atomic structure of SiC/SiOy interface
are vital to increase the carrier mobility of SiC
MOSFETSs. SiC has many different polytypes,
determined based on their stacking along the
[0001] direction. Si and C atoms can occupy
one of three positions along the [1100] direc-
tion, normally labelled ABC. Stacking ordered
ABCAB. .. is called cubic whilst that ordered
ABABA... The most
commonly used polytype for electronic devices
is 4H-SiC, which consists of four repeated SiC
bilayers, ordered ABCBAB.... Within these
four bilayers, there are two inequivalent lat-

is called hexagonal.

tice sites, usually known as h (hexagonal) and
k (quasi-cubic) based on the site occupied by
h
sites are equivalent to A or C stacking posi-

the Si atoms in the neighboring bilayers.

tions and k sites are equivalent to B stack-
ing positions. The local structure around the
SiC/SiOq interface will change depending on
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Figure 1: 4H-SiC(0001)/5-tridymite SiOg in-
(a) Oif7 (b) Oif-l—Suba and (C)
White, green (large dark gray), red

terface model.
Vcog.
(small dark gray), and blue (light gray) circles
are H, C, O, and Si atoms, respectively.

which of this stacking at the SiC surface. In
this study, we have conducted density func-
tional theory (DFT) calculations for the rela-
tion between the electronic structures at the
interface and the local atomic structures which
appear in the oxidation process.

2 Computational Methods

DFT calculations are performed using
RSPACE code.[1] The lateral size of the
supercell is the (3 x v/3) 4H-SiC(0001) surface
and the substrate contains four Si-C bilayers.
Dangling bonds at the bottommost Si-C
bilayer as well as those at the topmost layers
of SiO9 are terminated by H atoms. The top

bilayer of SiC shown in Fig. 1 is hexagonal
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VBM

Figure 2: Band alignment of h type. (a) clean
interface, (b) Oj, (¢) Oifssub, and (d) VcOas.

surface, in which the stacking sequence is
ABCBA ... from the top bilayer. The details
of the computational procedure are explained
The
models for the oxidation are shown in Fig.
1(a), 1(b), and 1(c), which are obtained by
our previous study.[3]

elesewhere.[2] typical computational

3 Results and Discussion

We examine the local density of states (LDOS)
for the clean interface. Figure 2 shows the
schematic image of LDOS at the interface.
There are no significant changes at the valence
band edge (VBE) between two types. On the
other hand, the most interesting results are
along the valence band edge (CBE), the lo-
cation of which changes with interface type.
The h type has CBE at the first bilayer of the
interface, whereas one does not appear until

the second bilayer for the k£ type. The states
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which contribute to the CBE are the previously
noted floating states,[4] which only appear at
the CBE in the cubic stacking regions (ABC or
CBA) and are blocked by the hexagonal stack-
ing regions.

We examine the LDOS for each structure,
noting how it changes compared to the clean
interfaces. We start with Oj. Notably, the
CBE of the h type changes, while that of the
k type does not. Next we examine Ojfigyb-
The same changes are observed at the CBE as
before, with the CBE removed for h type. Fi-
nally, we consider the VcOs structure, which
looks similar to the clean interface. Although
one CO molecule is removed from the vicinity
of the Si-surrounded tetrahedron, there still re-
mains two O atoms. Therefore, the CBE does
not recover for the h type. For the k type, the
CBE is not changed because the tetrahedron
is located deep inside the substrate.

Since recent SiC-based MOSFETs mainly
use the conduction band as a channel, the be-
havior of the CBE might play an important
role in the performance of these devices. In
the future we want to do more complete cal-
culations for all of these structures, to get a
fuller picture of how the scattering properties
of the interface change with defect type using
first-principles transport calculations.
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First-principles study of
quantum transport in nanostructures

NOBUHIKO KOBAYASHI
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1 Introduction

The aim of this project is to reveal charge
and heat transport in materials using atom-
istic theory. Quantum nature is essential
in nanoscale systems, and atomistic analy-
sis based on detailed electronic states calcu-
lations are indispensable to discuss the trans-
port property. In order to analyze transport
properties, we have developed the nonequilib-
rium Green’s function (NEGF) method, and
the time dependent wave-packet diffusion (TD-
WPD) method. Using these methods, we have
investigated charge and heat transport prop-
erties of nanostrucures, organic molecules and
SO on.

2 Charge Transport

The recent progress in the fabrication tech-
nology of organic single-crystal semiconduc-
tors and thin-film field-effect transistors with
very high carrier mobility up to 40 cm?/Vs
requires us to elucidate the mechanisms of
carrier transport in organic semiconductors,
which are assemblies of p-conjugate molecules
weakly bonded by van der Waals interactions.
Observations of the crossover from the hop-
ping transport of localized carriers to bandlike
transport with a diffusive nature are expected
to provide us with clues allowing us to reveal
the carrier transport mechanisms.

We show evidence of a strong correlation
between the carrier coherence factor o and
the thermally induced fluctuations of trans-
fer energies with neighboring molecules. The
thermal fluctuation effects of molecular motion
have been discussed for transport properties of

0.18 \
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Figure 1: Correlation between carrier coher-
ence factor a obtained from experimental data
and calculated thermal fluctuation Ay/~. The
data are taken at various temperatures and
pressures.

organic semiconductors. We present numeri-
cal data of transfer energy fluctuations of pen-
tacene at various temperatures and pressures,
and we compare them with experimental ob-
servations of a. As a result, we find a strong
correlation between these two factors. We ap-
ply this method to other organic semiconduc-
tors and obtain consistent results with those of
transport experiments. [1, 2]

3 Thermoelectricity

The thermoelectric properties of TiN/MgO
superlattices have been analyzed using first-
principles calculation techniques. The Seebeck
coefficients, the electrical conductances, the
thermal conductances, and the figure of merit
are investigated employing electrical and ther-
mal transport calculations based on density
functional theory combined with the nonequi-
librium Green !§ function and nonequilibrium
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the calculated configurations normalized by
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molecular dynamics simulation methods. The
TiN/MgO superlattices with a small lattice
mismatch at the interfaces are ideal systems to
study the way for an enhancement of thermo-
electric properties in artificial nanostructures.
We find that the interfacial scattering between
the two materials in the metal/insulator su-
perlattices causes the electrical conductance to
change rapidly, which enhances the Seebeck co-
efficient significantly. We show that the figure
of merit for the artificial superlattice nanos-
tructures has a much larger value compared
with that of the bulk material and changes
drastically with the superlattice configurations
at the atomistic level. [3]

4 O(N) Method

We have also developed the O(N) TD-WPD
method for the quantum transport calculation
of huge systems of up to 100 million atoms. We
calculated the conductance and the mobility of
the system with micron-order lengths at room
temperature based on the Kubo-Greenwood
formula.
the transport properties from diffusive to bal-
listic regimes including the effect of realistic
electron-phonon scattering, and determine the
mean free path and relaxation time from an
atomistic viewpoint. We performed DFT cal-
culations of electronic structures and inter-
actions between molecules of pentacene and
rubrene single-crystal organic semiconductors
including the effect of the van der Waals in-
teraction, and applied the TD-WPD method

Using this method we can study

102}
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Figure 3: Computing time (red circles) and
memory usage (blue triangles) per one initial
wave packet as a function of site number of the
lattice.

to the analysis of transport properties of the
organic semiconductors.

We have analyzed relationships between
charge transport properties and disorder in
rubrene single crystals. We take into account
two different types of disorder, namely, intrin-
sic dynamical disorder due to intermolecular
vibrations and extrinsic static disorder. Then
we evaluate the transport properties using our
wave-packet dynamical approach which gives
us a unified theoretical description from hop-
ping to band transport behavior. We show
that the mobilities are completely changed
from the intrinsic power-law temperature de-
pendence to the thermally activated behavior
by introduction of the extrinsic trap poten-
tials. [4, 5]
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We investigated reaction mechanisms of

chemical etching processes in a surface

smoothening  technique named  Catalyst
Referred Etching (CARE)[1], in which etching
is invoked by bringing the material surface (e.g.
wide band-gap semiconductors) into contact
with a catalyst (e.g. Pt) in an etching solution
(e.g. aqueous HF solution for SiC etching or
pure water for GaN etching). In SiC-HF system,
we have already obtained findings in the
previous study with respect to SiC back-bond
cleavage and simultaneous dissociative
adsorption of HF molecule as the first step of
etching process. The reaction barrier is clarified
to be strongly lowered by the existence of Pt
catalyst [2]. In this project, we analyzed Pt
position dependence particularly in distance
between Pt and SiC [3]. It is clarified that the
initial, medium metastable and final states in the
reaction path are all destabilized by approaching
Pt to SiC, but the initial state become relatively
most unstable [3]. This means the dissociative
adsorption is enhanced when Pt approaches to
SiC surface. As for GaN, we firstly find that a

spontaneous dissociative adsorption onto OH

terminated kinked-GaN surface occurs in the
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presence of Pt catalyst (Fig. 1). This reaction
strongly depends on the initial hydrogen-bond
network configuration of the surface OH-
termination groups. The accurate reaction
barrier can be evaluated by thermal average
molecular dynamics methods such as the blue
moon ensemble or the meta-dynamics. To
reduce the huge calculation costs in such kind of
analysis, we proposed a new meta-dynamics
method in which the shape of the penalty
potential is controlled by the momentum along
the corresponding reaction coordinate. The basic

behavior of the method is confirmed and it will

be applied to realistic models in the next project.
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Fig. 1: Pt position dependence in GaN/H,O/Pt
initial state.
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Quantum effects of hydrogen and oxygen reactions on solid
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oxide surfaces and interfaces
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We have studied various surface reactions with a focus on hydrogen and oxygen reactions [1,2]
using supercomputer system at | SSP.

Our origina code “NANIWA” has allowed us to investigate various quantum states appeared in
the reactions. In addition to electronic states, which can be calculated by conventional methods,
NANIWA can simulate motions of nuclei based on quantum theory. Therefore, this method is
applicable to analyze quantum effects like tunneling, and has been successful to reveal hydrogen
reactions at low temperatures.

In this project, we clarified the quantum states of hydrogen atom on Pd(110) [1]. Based on the
potential energy surface (PES), obtained from first principles calculations, we calculated the
wavefunction of hydrogen atom on the surface. The ground quantum state shows localization of the
wavefunction at the pseudo-threefold (P3F) site, which is the energeticaly most favorable
adsorption site. However, the 1st excited state exhibits the localization at the short-bridge (SB) site,
athough the secondary favorable adsorption site is long-bridge (LB) site. This finding clearly
indicates an importance of consideration of quantum behavior in the case of hydrogen reactions.

We also investigated effects of O-vacancies on O, adsorption on anatase TiO,(001) [2]. Although
the stoichiometric surface does not bind an oxygen molecule, the introduction of O-vacancies, that
induces redistribution of excess electrons, results in strong promotion of O, binding. The view
obtained in this study provide us a basic understanding of chemical reactivity of anatase TiO,(001)

and cluesfor designing novel materials.
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Analyses on atomic structure, magnetism, and electronic
structure in spintronics materials and molecular magnets
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We studied the several topics involved with
this project; Rashba’s effect of surface,
magnetic anisotropy and its electric field effect
in the thin film related with spintronic devices,
and magnetic effects in molecular system. We
also developed a method of van der Waals
density functional (vdW-DF) approach for
magnetic systems. These investigations have
been done by employing the home-made
density functional code, which has run
efficiently in the architectures in Systems B and
Cin ISSP.

Rashba’s effect of surface
The heavy-element-covered semiconductor
surfaces show a giant Rashba-type spin
splitting and many experiments have been
reported for spintronics applications. In
particular, the surface of TI/Si(111) has been
known to show out-of-plane spin textures in the
surface bands. This is novel, compared with a
normal Rashba spin texture, in which the spin
lies within the surface plane. However, the
vertical spin configuration may be useful,
because of the suppressed spin scattering. The
silicon based materials are still recommended
as a new material in the next generation
electronics (spintronics). In these contexts, it is
important to clarify electronic structures in the
surface.
Rashba’s effects were investigated in the
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systems of both PbTI/Si(111) and TI/Si(110).
The calculation of the former revealed the
electronic structure and spin.

We also revealed that the surface in
TI/Si(110) has vertical spin textures at around
the parts of momentum space, which
corresponds to the K-bar points in the 1%
surface Brillouin zone. We calculated the
distribution of the surface states given at
constant energies. These results agreed well
with the corresponding experimental result.

Magnetic anisotropy and electric field effect

Magnetic anisotropy energy (MAE) and its EF
effect were investigated in the MgO/Fe/MgO
and Fe/SrTiO3(STO) systems. We also
investigated under layer effects of Cr on the
Fe/MgO.

The Fe/STO system was found to have a
perpendicular magnetic anisotropy at zero EF
and the MAE was estimated be 1.12 mJ/m?.
This is less than those of the interfaces of Fe/
MgO (around 1.5 mJ/m?). Such perpendicular
magnetic anisotropy is commonly observed in
the interface consisting of an two-dimensional
alignment of Fe-O bonds.

In the STO system, we obtained an decrease
of perpendicular MAE under the positive EF
caused by electron depletion at the interface.
This property on MAE is different from those
of theoretical data and available experimental
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data of the Fe/MgO interfaces and their family
systems. Such difference may be devoted to a
future research work for clarifying the origin on
the response of EF. The interface Ti atom was
found to play an important role in the electronic
structure, where the orbital hybridization forms
between 3d orbitals on Fe and Ti atoms. These
effects never exist in the Fe/MgO systems. We
discussed effects of in-plane lattice constant in
both electronic structure and MAE, by compa-
ring them with those of Fe/MgO.

The slope against for the external EF
variation was estimated to be —7.28 fJ/Vm.
Using the dielectric constant & of STO, the
MAE may be evaluated with the formula of —
7.28 & fJIVm for the present case. If one can
keep a large & in a real device under a large
bias-voltage, the EF effect on MAE becomes
very large and a candidate of materials for the
EF driven magnetization. This is because the &
possiblely amounts to 30 —300.

Charged six-coordinate Fe porphyrin complex

Properties on electronic structure in an Fe-
porphyrin (FeP) complex with the proximal
imidazole (Im) ligand, a model of active moiety
of hemeprotein for analyzing bonding- and
separating-processes of dioxygen molecule
(O2), were studied with the spin-polarized
density functional theory. It was found that in
the ionized model, the bonding stability of O,
was reduced by one order in energy compared
with that of the neutral model, implying
existence of the state having a large fluctuation
between bonded and separated configurations
[1]. We proposed a microscopic scenario on O,
dissociation phenomenon in terms of spin-
crossover and allosteric mechanism.

Van der Waals density functional approach
The van der Waals density functional (vdw-
DF) approach was developed for the spin
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polarized system. The development was tested
in the oxygen systems of molecules and solids
[2,3].

In the calculations of H-type oxygen
molecular pair, the potential curve dependence
of the functional parameters defined in a van
der Waals density functional with spin-
polarization-dependent  gradient  correction
(vdW-DF-SPDGC) was investigated. These
parameters were introduced to reduce the
stability of antiferromagnetic interaction
between oxygen molecules, so that using the set
of optimal choices the resulting magnetic
interaction was found to give more improved
structural  parameters in solid oxygen,
compared with the functionals developed in the
previous work. The finding in this work farely
enabled to tune the magnetic interaction
between ferromagnetic and antiferomagnetic
interactions in density functional approach.We
discussed general features of the functionals.
The structural parameters of solid oxygen were
improved in some choices of the potential
parameters. It was also found that our treatment
reduced both the binding and magnetic energies
in the solid oxygen, indicating that the energy
functional was improved for describing the
energetics of spin-polarized vdW systems.
Although the new approach developed in this
work has parameters in the present stage,
further investigation on the correlation energy
functional may reveal applicability and
limitation for an application range on real
material.

[1] N. Kitagawa et al., Chem. Phys. Lett. 643
(2016) 119.
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DFT study on electron transfer and ionic transport at solid-
liquid and solid-solid interfaces
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615-8245.

Transformation of energy management
systems via success of efficient utilization of
renewable energy and CO, zero emission is an
urgent challenge in our society. To step toward
its realization, development of larger batteries
and next-generation solar cells has been

extensively addressed. However,
establishments of high-efficiency techniques as
well as high reliability are not satisfactory yet
for practical implementation. In the field of
batteries such as lithium ion battery (LIB), safer
electrolyte and high-performance film at the
electrolyte-electrode interface to prevent the
thermal runaway, in addition to the higher
energy density, have been crucial issues.
Perovskite solar cell (PSC) emerging quite
recently still has problems such as the poor
durability for its practical use. Due to the
difficulty in experimental observations, these
atomistic mechanisms are still open questions.
We addressed such issues with well-
optimised first-principles calculations. In the
studies on LIB, we demonstrated the reductive
mechanism  of

decomposition electrolyte
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molecules and the subsequent processes of the
decomposed products for solid electrolyte
interphase  (SEI) films formation, which
overturns the conventional understandings. (Fig.
la) [1].

elucidated the electrochemical

Furthermore, we theoretically
stability of
highly-concentrated lithium salt electrolyte
solution and the origin of its excellent transport
characteristics”. In the studies on PSC, the
stability of surface and interface of the
perovskite material and the probable cation
diffusion in addition to the anion were
theoretically demonstrated for the first time.
Then, the possible degradation mechanism and
how to control it was proposed as well (Fig. 1b)

[2].

collaborations with the experimentalists as well

We are still  keeping intensive

as the industries, and solving crucial issues for
fundamental science and industrial application
on the atomic scale. In the near future, our
computational researches may play a decisive
in the transformation of

role energy

management in our society.
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Fig. 1 (a) SEI film model in LIB. (b)

Diffusion processes of anions & cations in PSC.
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Materials design toward spin-valleytronics by using

ferroelectric oxides
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When the bulk inversion symmetry us bro-
ken, spin-orbit coupling lifts the spin degener-
acy of the electronic bandstructure, as leading
to spin-splitting of bands known as Dressel-
haus and Rashba effects. This phenomenon is
typically realized at surface of interfaces where
its structure breaks inversion symmetry. Al-
ternatively, it has been recently proposed that
bulk Rashba effect can be induced in ferroelec-
tric structure, additionally providing a non-
volatile ferroelectric functionality. In this case,
the spin polarization is strongly bound to spin
polarization and, as such, allows for its full-
electric control.

Recently, the spin-valley coupling has been
studied
chalcogenide such as MoSs, where the valleys

in graphene and transition-metal

at the corner K points of the Brillouin zone is
coupled with the spin degree of freedom. The
coupling could be used in future valleytronic
devices in which both the valley and spin po-
larized carriers have information. In order to
propose new spin-valley-coupling system, we
designed a new ferroelectric oxide heterostruc-
ture BiAlO3/BilrOs grown along the [111] di-
rection. In this system, BilrOs forms a bi-
layer, where Ir3* ion is aligned in a corrugated
graphene-like honeycomb lattice. Between a
wide energy gap made by BiAlOs, Ir-d® state
is split into P3 crystal field states, as pushing
up 322 — 72 orbital level just below the Fermi
energy. Since the orbital state is m = 0, it is
further split into j, = :t% states under spin-
orbit coupling. This band is strongly spin-
polarized at K point, because the three-fold
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rotation at K point allows the s, state as the
basis. Finally, we confirmed that the spin po-
larization is coupled with the structural ferro-
electric distortion, which enables the control
of the spin polarization by the external elec-
tric field. Interestingly, it is also found that
the in-plane spin texture of Ir d state is trans-
formed by flipping electric polarization. This
is because the heterostructure has two differ-
ent distortion, i.e. polar distortion and tilting
of oxygen octahedra. The former is responsible
for the out-of-plane spin polarization, whereas
the latter modifies the in-plane spin polariza-
tion significantly.

We proposed a prototype of the ferroelectric
spin-valley material by ab-initio materials de-
sign approach. We hope that the phenomenon
will be confirmed by experiments and the spin-
valley coupling property will be optimized by
future works. The detail of the present work
will be found in a referencel[1].
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Bathocuproine (BCP) is a well-known or-
ganic material of a hole blocking layer in or-
ganic light-emitting diodes and an electron
buffer layer in organic photovoltaics (Fig. 1).
The nature of the unoccupied electronic states
is a key characteristic of the material, which
play vital roles in the electron transport. In
terms of the molecular orbital or the band
structure, the roles played by the frontier en-
ergy levels such as the highest occupied molec-
ular orbital (HOMO) and the lowest unoccu-
pied molecular orbital (LUMO) levels are of
importance, by which the carriers are trans-
ported in the solid or across the organic-

organic or organic-inorganic interfaces.

To elucidate the electronic properties of the
molecular or crystalline BCP, we use the GW
approximation for calculation of the crystalline
band gap[l]. We obtain the fundamental gaps
of the gas and the crystalline phases with
the one-shot self-energy correction denoted by
GoWy using the GW space-time method|[2].
We use PBE eigenfunctions and eigenvalues as
For the band
energies of the crystalline BCP, we use the

a zeroth-order starting point.

plane wave cutoff energies of 60 Ry and 24 Ry
for the static Hartree-Fock exchange (Xx) and
the dynamical GW correlation (X.), respec-
tively. For the sum over unoccupied bands
in the calculation of the Green’s function re-
quired to calculate the GW correlation, we
employ 4,852 unoccupied bands for the crys-
talline band energy (102 eV above the mid-
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dle of the band gap). By the estimation of
the convergence with respect to the number of
the summed bands (INV},) based on the fit to
a linear polynomial of 1/Ny,, we confirm that
the calculated band gap is deviated from the
extrapolated infinite N}y, limit by 0.1-0.2 eV.
We determine the GGA-PBE orbital energies
of the gas phase relative to the vacuum level us-
ing the dipole correction, align the PBE band
gap of the single crystal to the center of the
PBE gas phase gap, and thus obtain the crys-
talline ionization potential (IP) and electron
affinity (EA) within GGA-PBE. For the EA
and the IP at the GoWj level of theory, the
fundamental gap is aligned to the center of the
gap obtained with GGA-PBE. In other words,
we assume that the self-energy corrections to
the HOMO and LUMO levels with GGA-PBE
are the same.

It is found that the band gap of the crys-
talline BCP is 4.39 eV. The result is in agree-
ment with the experimental band gap of 4.58
eV, which is estimated using the experimen-
tal IP and EA measured with the photoemis-
sion yield spectroscopy (PYS) and low-energy
inverse photoemission spectroscopy (LEIPS)
The theoretical
gap for the single crystal, which is smaller by

techniques, respectively|[3].

0.2 eV than the experimental, is reasonable,
given that the polarization energy in the sin-
gle crystal may become larger than in thin film
and noncrystalline phases fabricated in experi-
ments, with their lower molecular packing den-
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Figure 1: Schematics of (a) BCP molecule, and
(b) the single crystal with the monoclinic ¢2/c
Symmetry

sity than single crystals.

The polarization energy, obtained as the av-
erage of the polarization energies on HOMO
and LUMO levels, is estimated to be 1.05 eV,
demonstrating the large polarization effects in-
duced by the electronic clouds surrounding the
injected charge (Fig.2). The polarization en-
ergy of 1.05 eV is reasonable in organic solids,
given a body of the polarization energies of
the similar magnitude determined experimen-
tally or theoretically, and that may be eluci-
dated in terms of the organic crystal repre-
sented by a linear dielectric medium and the
charged molecule by a hollow sphere, with a
point charge put at its center|[4].

The calculated IP (6.00 eV) and EA (1.61
eV) of the single crystal are in fair agree-
ment with experimental TP (6.47 eV[3]) and
EA (1.89£0.04 ¢V[3]). The theoretical IP is
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Figure 2: Frontier energy levels of the gas and
the single crystal phases of BCP. Polarization
energies on the HOMO and LUMO levels (P
and P_, respectively) were assumed to be the
same (1.05 eV).

reasonably smaller than the experimental val-
ues, given that the calculation describes larger
polarization in the single crystal than that in
the thin-film or non-crystalline phases in the
experiment. However, the calculated EA is
not reasonable, in that it is smaller than the
experimental value measured with the LEIPS
We feel that the the IP and

the EA should be calculated separately, rather

techniquel[3].

than assume the polarization energies to be the

same. Such a work is in progress.
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Ferrocene(Fc)-terminated self-assembled mono-
layers (SAMs) have been widely studied in the last
quarter century to reveal the electrochemical
properties of chemically modified electrodes. It
has been well known that the formal potential of
the system strongly depends on the local
environment of the Fc moiety [1]. Although
electronic states of the Fc-terminated SAMs

should directly affect the electrochemical
properties, knowledge concerning electronic
structures with respect to different local

environment is very limited. In this study, we
performed density functional theory calculations
of Fc-terminated SAMs with different coadsorbed
species to reveal the relationship between the
electronic structures and the local environment of
Fc moieties [2].

All calculations were carried out by using DFT
as implemented in the STATE (simulation tool for
atom technology) code. In a unit cell a Fc-
terminated thiol molecule (C5Fc) was coadsorbed
with three matrix thiols possessing different
terminal functional groups (C4 and C4X: X= OH,
CN, and -Br ) on Au(111) consisting of 12 Au
atoms at the surface as shown in the inset of Fig. 1.

After structure optimization for the mixed
SAMs, the HOMO level localized on Fc moiety,
work function (W) of the SAM, and electrostatic
potential at the Fc moiety (Ves(Fe)) were
analyzed and the results are summarized in Fig. 1.

Whereas AW is positively correlated with
AHOMOsam, we found that only the C5Fc-
substituted C4CN system increases the overall
deviations from a dotted line. It is because the
contribution of negative charge of the nitrogen
atom to modulate the local electrostatic potential
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is compensated by the positive charge of the
carbon atom. On the other hand, the fact that the
average height of the nitrogen atom is higher than
that of the carbon atom by 0.63 A results in the
large increase of the W value.

Instead, the HOMOsam values have excellent
correlation with Ves(Fe). This analysis indicates
that the energy shifts of the HOMO-related state
are practically determined by Ves(Fe) felt by the
central iron atom in the Fc moiety.

While the structures of these systems are
practically  indistinguishable, HOMO-related
states were found to largely shift due to the
difference of the local electrostatic potential at
the central iron atom in the Fc moiety.

Fig. 1. Comparisons between electronic
properties and HOMOsam of C5Fc-substituted
SAMs with various coadsorbed molecules.
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Spin-orbit coupling parameters at surfaces and

interfaces of semiconductors: first-principles study
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Spin-orbit coupling is key ingredient in the
spintronics applications. The examples in-
cludes the Rashba-type spin-orbit coupling in
the Datta-Das type spin field effect transis-
tor (Spin-FET) where the spin direction of the
electrons participating in the electric current
could be controled by the gate voltage. The
Rashba coefficient is an important parameter
that determines the performance of the Spin-
FET. In addtion, in recent years, the Rashba
spin-orbit coupling is also quite important for
the conversion between charge and spin cur-
rents.

In this study, by using OpenMX code[1], we
have performed first-principles calculations on
Zincblende structure I1I-V semiconductors and
its heterostructures such as GaAlAs/GaAs and
InAlAs/InAs with different orientations, (001)
and (110).

Table I shows calculated Rashba param-
eters of valence band top for III-V semi-
conductors, its heterostructures and ZnO]2].
The calculated values are in the same or-
der of magnitude compared to the experimen-
tal one, 90 meV-A for InAs/GaSb, 40 meV
A for InGaAs/InAlAs and 72 meV -A for
In0.53Ga0,47As/In0,52A10_48AS. The origin of
Rashba parameters is the strength of atomic
spin-orbit coupling constant ruled by atomic
numbers.

We have also evaluated spin distribution in
momentum space by using our developed post-
processing code for OpenMX code, SOfield|[3].
The origin of spin textures is built-in elec-
tric field, i.e., electric polarization. In order
to analyze the electric polarization in the het-
erostructures and superlattice system, we have
calculated the layer polarization evaluated by
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one-dimensional Wannier functions.

Table 1: Calculated Rashba paraemters ag for
III-V semiconductors, its (001) orientation het-
erostructures, and ZnO[2].

’ Materials ‘ ar(meVA) ‘
AlP —
AlAs 0.27
AlSb 1.22
GaP 14.66
GaAs 19.24
GaSb 9.42
InP 79.51
InAs 43.47
InSb 41.81
(InP)4/(GaAs)s | 206.29
(InP)y/(InAs); | 795.57
Zn0O 1.15

References

[1] T. Ozaki et al., http:// www.openmx-
square.org/

[2] M.A.U. Adhib, H. Kotaka, F. Ishii and
M.Saito, Appl. Phys. Express, 7, 053002
(2014).

[3] H. Kotaka and F. Ishii,

http://cphys.s.kanazawa-u.ac.jp/ lab-ishii/S0Field/index.html



Activity Report 2015 / Supercomputer Center, Institute for Solid State Physics, The University of Tokyo

First-Principles Calculation of Spin-Orbit Field and
Thermopower

Fumiyuki ISHIT
Faculty of Mathematics and Physics, Institute of Science and Engineering,
Kanazawa University, Kanazawa, 920-1192, Japan

We are interested in how to achieve much
higher thermoelectric (TE) conversion effi-
ciency by effectively manipulating electron-
spin degree of freedom. As one possibility,
we have been studying the contribution of
the anomalous Hall conductivity (AHC) in TE
power. Previously, we have shown quite large
effect of AHC in a massive Dirac fermion model
[1]. While seeking for novel systems that ex-
hibit much larger AHC, hopefully leading to
a favorable TE performance, we have noticed
recent reports illustrating large AHC in some
crystals of whirling spin textures, among which
we taget the 2D skyrmion type cas€' skyrmion
crystal” (SkX) here. We have performed first-
priciples calculations of TE properties of some
model SkXs, evaluated via an efficient method
based on the interpolation of the ab-initio
electronic band structure with Wannier func-
tions (localised orbitals) realized by employing
two open-source packages, namely, OpenMX|2]
and Wannier90[3]. Our findings[4] include:
(i)Larger size of unit skyrmion makes AHC
larger [e.g. exceeding 12 x e?/h for 6 x 6 size,
while limited up to 6x e?/h for 4x 4]. (ii) The
larger AHC leads to larger transverse (anoma-
lous Nernst) voltage in some filling (Fermi-
level) range. As our future task, we hope to
find good TE materials among skyrmion sys-
tems, by applying the above ab-initio method
to realistic crystals.

We also studied thermoelectric properties of
pyochlore iridate system as follwoing. Candi-
dates for the ground state of pyrochlore iri-
dates AsIroO7 include various phases of met-
als, normal insulators, topological insulators
and Weyl semimetals[5], accompanying diverse
magnetic structures originating from the 4 f-
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electrons of A-ion and Ir 5d-electrons. Re-
garding the transitions between some of these
phases and transport properties there, discrep-
ancies exist between the findings of different
research groups. As a basic step in solving
those problems and better understanding this
series of compounds, we have investigated their
electronic structures from first-principles using
OpenMX package[2]. We have revealed, for the
case of A=La, how its band-structure evolves
as one of the structural parameters = (oxygen
Wyckoff position) is varied. In addition, the
behavior of its thermopower, a band-structure-
sensitive quantity, is revealed. Since the vari-
ation of z and also the other one, i.e., lattice
constant) can be viewed, for example, as corre-
sponding to different A-ion species, our results
give us information on how the A-ion affects
each compound’s band structure.
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Development and Application of First-Principles

Simulation of Material Structure and Electronic

Properties
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First-principles electronic structure calcula-
tion based on the density functional theory
(DFT) has been successfully used not only in
the analysis of material structures and their
electronic states but also for theoretical predic-
tion of material properties, yet there are many
problems remaining: (1) accuracy and relia-
bility of the calculation, (2) calculable system
size, (3) treatment of non-equilibrium dynam-
ics, (4) exploration of complicated structure
We have
developed various simulation methods with or

like amorphous or interfaces, etc.

beyond DFT calculation to solve the parts the
problems. Our achievements in FY2015 are

summarized below.

Lattice thermal conductivity is a key param-
eter for thermoelectric materials, while its es-
timation needs accurate calculation of anhar-
monic force constants responsible for phonon-
phonon scattering. Previously we developed
a general method of calculating anharmonic
force constants efficiently with first-principles
molecular dynamics simulation, with which we
calculated lattice thermal conductivity of var-
ious materials [1, 2]. We improved the method
by the sparse modeling technique to obtain
reliable results. Furthermore, we introduced
the self-consistent-phonon approach to treat
highly anharmonic lattice: the method is ap-
plicable even when the material has imaginary
phonon modes with ordinary harmonic approx-
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imation. With the method, we succeeded in
quantitative calculation of the temperature de-
pendence of the soft phonon mode and the
lattice thermal conductivity of SrTiOs in the
high-temperature cubic phase (Fig.1) [3].

Figure 1: Temperature dependence of the lat-
tice thermal conductivity of cubic Sr'TiOs. The
computational result is compared with exper-
imental values reported by Muta et al.(J. Al-
loys Compd. 392, 306 (2005)) and Popuri et al.
(RSC Adv. 4, 33720 (2014)). Lines are shown
to guide the eye. (Inset) Potential energy sur-
face for the deformation of the soft mode. The
dotted line is the harmonic potential fitted at
the symmetry center.

Development of the first-principles elec-
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tronic structure theory for strongly correlated
electrons is also one of our important activities,
for which we have long investigated the first-
principles transcorrelated (TC) method for pe-
riodic systems. We newly implemented an in-
terative scheme for the solution of the TC self-
consistent equation and succeeded in drastic
With the new
code, we examined the effect of atomic core

speed-up of the calculation.

states to the valence band structure by includ-
ing the highly localized core orbitals [4].

Computational time of the DFT calculation
usually scales as N3 with N being the num-
ber of atoms in the system. So-called Order-N
methods, in which the system is somehow di-
vided into small fragments, enable us to cal-
culate total energy and atomic force with the
computational cost of order N, while the en-
ergy spectrum and wavefunctions of the whole
system are not accessible directly. Borrow-
ing an idea from the linear combination of
the molecular orbitals (LCMO) scheme for the
fragment orbital (FMO) method [5], based on
the lean divide-and-conquer method [6], we
developed an efficient method to derive one-
electron Hamiltonian of the whole system from
the orbital energies and orbital wavefunctions
of each fragment of the system [7]. We imple-
mented the method to xXTAPP, a plane-wave
DFT code, to find the energy spectrum of a
large system with reasonable accuracy.

Finally, we developed a method to find ac-
tivation barrier for the diffusion of an impu-
rity in semiconductors considering the change
in its charge state. The method is based on the
nudged elastic band (NEB) method but poten-
tial energy hypersurfaces for different charge
states are considered. With the method, we
discussed the stability of hydrogen impurity
(H, H*, H™) in SiO [8].
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Atomic-Scale Structure and Local Chemistry of
CoFeB-MgO Magnetic Tunnel Junctions
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Magnetic tunnel junction(MTJ)s are the
most important in random access memory and
spintronics-based integrated circuits. The fun-
damental element of a MTJ consists of an
atomically thin insulating tunnel barrier sand-
wiched in between two ferromagnetic elec-
trodes. A giant tunneling magnetoresistance
was identified in a (001)-oriented MgO MTJ
with (001) CoFe electrodes due to coherent
electron tunneling of the A; Bloch states.
Clarifying how each species of atom diffuses
and structure changes via annealing is critical
in designing optimal stacks for the fabrication
process.

We employed first-principles calculations con-
bined with advanced electron microscopy to
unravel atomic-scale structure and local chem-
istry of confined stacking layers in the CoFeB-
MgO based MTJ which could offer direct ev-
idence of how B diffused in the MTJs via an-
nealing. Such combined techniques allowed us
to demonstrate that B diffused out of the crys-
talline CoFeB into Ta interstitial sites rather
than into the MgO tunnel barrier after an-
nealing, and CoFe atomically bonded to the
textured MgO grains with an epitaxial orien-
tation relationship by forming Fe(Co)-O bonds
yet with no Co or Fe incorporation in MgO [1].

Calculations were performed with the Vi-
enna ab initio simulation package within the
framework of density function theory. The pro-
jector augmented wave method was employed
and the generalized gradient approximation of
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Perdew-Burke-Ernzerhof was used to describe
exchange and correlation. The 2s and 2p elec-
trons of O and B, 2p and 3p electrons of Mg,
and 3d and 4s electrons of Co and Fe were
treated as valence electrons and expanded in
a plane wave basis with a cutoff energy of 400
eV. A Monkhorst-Pack grid of 9x9x 9 k-points
was adopted on primitive unit cells and equiv-
alent k-point densities were used for supercells
(up to 513 atoms). Interface models consisted
of a 10-layer FesCo (001) slab connected to
a MgO (001) slab of six layers.
gap of 10A was included in the supercell to

A vacuum

avoid unwanted interactions between the slab
and its periodic images. All atoms in the slabs
were fully relaxed until the magnitude of the
force on each atom fell below 0.05¢V/A. We
also employed a first-principles thermodynam-
ics method to assess the tendency for B, Co,
and Fe to incorporate in MgO and Ta. The
B incorporation in MgO turns thermodynam-
ically favorable only for very high or very low
Fermi energies. Such capability of direct spa-
tial and chemical analysis of the buried poly-
crystalline stacking layers in MTJs will deepen
our understanding of the physics of MTJs.
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First-Principles GW+Bethe-Saleter Calculation for a 160
Atom System

Yoshifumi NOGUCHI

Institute for Solid State Physics,
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Green’s function is a powerful method that is
capable of determining the excited energy
spectra of real materials from first-principles.
However, the required computational cost is
much higher than that of a conventional density
functional theory (DFT)-based first-principles
method. For example, a GW approximation
(GWA), in which the one-electron self-energy
operator (2) is expressed as the simple product
of a one-particle Green’s function (G) and a
dynamically screened Coulomb interaction (W),
requires a computational cost that scales as
0(n“), and the Bethe-Salpeter method needs the
computational cost that scales as O(n®) (note that
the computational cost required when using DFT
scalses as O(n%). Therefore, there is a strong
limitation in treatable system size.

This year, we improved our original first-
principles GW+Bethe-Salpeter program of
hybrid parallel version to handle 288 Intel Xeon
processors (=3456 CPU cores) on a new system
B and to simulate systems of 100-200 atoms
without the need to further reduce theoretical
accuracy. By using our program, indeed, we
succeeded in simulating the UV-Vis absorption

spectra of [16]CPP (CgeHss, see Fig. 1, the
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atomic geometry optimized for the ground state
by B3LYP/cc-pVTZ). The simulated spectra
were compared with the available experimental
spectra. The agreement is fairly good, in
particular, in terms of peak position and overall
peak shape. Indeed, we newly introduced a
method for exciton analysis that is based on a
two-particle picture beyond the independent
particle approximation and analyzed first dark

(S1) and bright (S, n >1) excitons. These results

will be published soon [1].

Fig. 1. Atomic geometry of [16]CPP
optimized for ground state by using

B3LYP/cc-pVTZ.
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First-principles calculation for device application of wide gap
semiconductors

Mineo SAITO

Institute of Science and Technology, Kanazawa University

Kakuma, Kanazawa, 920-1192 Japan

GaN, which has a wide gap, has been
attracting scientific and technological interests
because of its device applications.

Hydrogen impurities have crucial effects on
GaN. It is well known that hydrogen passivates
acceptors. However, the understanding of
mono-hydrogen impurities is still insufficient.
A study based on a u SR experiment indicated
that the neutral muonium in GaN induces a
shallow donor level, suggesting that hydrogen
should be a shallow donor [1]. On the other
hand, first-principles study concludes that the
mono-hydrogen has a negative-U property [2].
Theoretical analysis of the u SR experiment is
necessary for clarifying the origin of the
inconsistency,

The SR spectroscopy exhibits strong
anisotropy in the hyperfine structure and its
origin is still unclear. In this study, we carry out
first-principles calculations to clarify the origin
of the anisotropy.

We find that the most stable site of
hydrogen is in the trigonal channel. This stable
site in the wurtzite structure is in sharp contrast

with bonding and antibonding sites which were

discussed in studies of diamond and zinc blend
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structures. We clarify that the spin density is
large not only in the hydrogen site but also in
the six near N sites. As a result, the spin density
has a strongly anisotropic distribution in space,
which is expected to be the origin of the
observed anisotropic hyperfine constant.

Then, we carry out calculation of the
hyperfine constant and find that the dipole-
dipole interaction term induces strong
anisotropy, i.e., this term is positive when the
magnetic field is applied in the same direction
as the c axis and is negative when the magnetic
field is perpendicular to the c axis. These
results are consistent with the experimental

results [1].
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First Principles Study of Planar Pt Clusters
Supported on Defective Graphene

Yuji HAMAMOTO
Department of Precision Science and Technology, Osaka University
Yamada-oka, Suita, Osaka 565-0871

Graphene, atomically thin two-dimensional
material composed of a honeycomb lattice
of carbon atoms, has drawn keen attention
since its experimental realization, due to the
peculiar electronic and structural properties.
Nowadays, the applications of graphene to var-
ious industries have been explored extensively,
among which one of the most promising can-
didates is the usage of graphene as a support
material of metallic cluster catalysts. Experi-
ments have demonstrated that Pt clusters de-
posited on graphene exhibit higher catalytic
activity than on other carbon substrates such
as carbon black and carbon nanotubes [1].
Similar phenomena have been observed for Pt
clusters supported on highly-oriented pyrolytic
graphite (HOPG) [2], in which the enhanced
catalytic activity is attributed to planar cluster
structures observed with scanning tunneling
microscopy. Although the adsorption struc-
tures of Pt clusters on graphene has also been
studied theoretically so far, such a planar clus-
ter structure has never been reproduced on
(undoped) graphene.

To explore possible planar cluster structures,
we investigated Pt clusters on graphene with
the Stone-Wales (SW) defects using the first
principles calculation code STATE [6]. We first
investigated adsorption of a Pt atom on the
defective graphene with a SW defect. While
the adsorption energy F,qs on a C-C bond of
pristine graphene is —1.54 eV, we found that a
C—C bond closer to the SW defect gives larger
E.4s and we obtained F,qs = —2.85 eV at the

72

Figure 1: Planer Pt cluster structure obtained
on a SW defect dimer in graphene.

center of the SW defect. This suggests that,
at finite temperature, Pt atoms diffusing on
graphene are drawn into SW defects and form
Pt clusters.

To confirm whether this scenario leads to
the planar cluster structure on graphene, we
next examined the stability of a planar Pty
cluster adsorbed on SW defects. When the
Pt7 cluster was adsorbed on a single SW de-
fect, it could not sustain the planar struc-
ture and was distorted after structure relax-
ation. On the other hand, the adsorption on
a SW defect dimer shown in Fig. 1 was con-
sidered, it was found that the Pt; cluster re-
mains planar in agreement with the experi-
ments on HOPG [2].
structures were also obtained on a lattice com-

Similar planar cluster

pletely consisting of five- and seven-membered
rings, which indicates the importance of SW-
type defects for the stabilization of planar clus-
ter structures. However, these planar Pt clus-
ters were found to be metastable and con-
vert into spherical structures by using the
finite-temperature molecular dynamics. More-
over, the dangling bonds of the planar clus-
ter strongly bind CO molecules on the edges,
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which could result in the reduction of catalytic
activity of the Pt cluster. This strongly sug-
gests that the support effect due to SW defects
is not strong enough to stabilize the planar
structure and enhance its catalytic activity.
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Development and application of first-principles

electron-transport simulator based on

time-dependent density functional theory

Yoshiyuki EGAMI
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Recently, numerical simulations have at-
tracted much interest not only in fundamen-
tal science but also in industrial applications.
For example, in the research and development
of high-performance and high-integrated elec-
tronic devices, the electron-transport simula-
tions of nanoscale materials play important
roles. So far, many remarkable results have
been reported using first-principles calcula-
tions. However, most of the calculations es-
timete the static characteristics of electrons in
the steady state, and there remains a lot of un-
certainty on the dynamic behavior of electrons

flowing across the materials.

In order to examine the dynamic transport
properties of the nanoscale materials, we de-
veloped the impulse response (IR) method [1]
based on the real-space finite-difference ap-
proach [2] within the framework of the time-
dependent density functional theory. The con-
ventional IR method employs an algorithm for
enabling efficient calculations on the assump-
tion that the electrodes are imitated by the
structureless jellium. In this subject, we at-
tempted developing a new algorithm to treat
the models sandwiched between semi-infinite
crystalline electrodes. In the calculation, the
time-evolution operation for an incident wave
constructed by the propagating Bloch waves
in the crystalline electrode is repeatedly per-
formed. To reuse the algorithms in the conven-
tional method, the Bloch waves are expanded
by the plane wave basis set consisting of the
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Bloch waves in the jellium electrode.

To demonstrate the performance of the im-
proved IR method, we carried out the time-
dependent electron-transport simulations for
the BN-dimer embedded graphene connected
to semi-infinite graphene electrodes, where the
calculations were performed with a few hun-
dred cores on FUJITSU PREMEHPC FX10
in System C. As the results, we observed the
time-dependent behavior of electrons flowing
through the graphene and being scattered by
the impurity potential of BN dimer. However,
the flowing electrons exhibit unphysical behav-
ior, where the time-evolved wave function is
largely different from the scattering wave func-
tion in the steady state even if a sufficiently
long time is passed. Challenges to resolve this
problem are in progress.
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Computational Design of SiC-Based Future Power Devices

Kenji SHIRAISHI
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We clarify the intrinsic problems of
SIC/SIO, interfaces by the first principles
calculations.

We first discuss the oxidation induced C-C
bond formation. O incorporation causes large
bond rearrangement. Two Si-O bonds and one
C-C bond are formed by breaking two Si-C
bonds as shown in Fig. 1. A C-C bond causes
local strain around it and it modifies the shape
of internal space of NFE states. This results in
the lowering of conduction band by about 100

meV, leading to the formation of interface

states near conduction band bottoms.

Fig.1: (a) Initial and (b) oxidized structure. O
atom incorporation induces large bond
rearrangement and forms C-C defects with
large energy gain.

Next, we comment on the Vth instability of
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SIC-MOSFET caused by proton [1] It has been
reported that C impurity in SIO, can form CO3’
likeions[2] If proton forms complex with COz’
in SiO, as shown in Fig.2, hopping from one
COg3 ion to another COs ion can cause Vth
instability since proton act as positively
charged mobile ions. This consideration
coincides with recent experimental finding

which indicate the existence of mobile ions in

SIC-MOSFET [3].
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Fig.2:Atomistic structure of proton and CO3
ion complex and proton diffusion path.
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Development of Measurement Technique of
Local Optical Property and Analysis of Hydrogen
Embrittlement Properties of Steel and Aluminum

Yuji KUNISADA
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We studied the new measurement

technique of local optical property and
analysis of hydrogen embrittlement properties
of steel and aluminum, with the aid of the
first principles calculation based on the
density functional theory (DFT).

At first, we investigated the optical

properties of AlOs using scanning
transmission electron microscopy (STEM).
The dielectric function can be calculated from
through  Kramers-Kronig  analysis  of
experimentally obtained electron energy-loss
spectra (EELS). We have to take into account
the effect of kinetic momentum transport
from the incident electron beam to the
electron in materials in the optical property
analysis with STEM-EELS. Therefore, we
calculated the electronic structure of Al2Os.
We performed the band structure calculations
using VASP installed
parallelized VASP with Intel® MPI Library

and Intel® Math Kernel Library. We found

code. [1] We

that the calculated band gap of Al,Oz with
GGA-PBE and hybrid HSEQ6 functional are
6.0 and 7.4 eV, respectively. We also clarified
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that the effect of kinetic momentum transport
is negligible because the corresponding
valence band structures of Al,Os near Fermi
level are almost flat.

We also investigated the hydrogen atom
behaviors in Fe(111) and Al(111) subsurfaces.
[2] We obtained the most stable adsorption
sites from the corresponding potential energy
surfaces. We found that hydrogen atoms
negatively charge and weakly adsorbe in both
of Fe(111) and AIl(111) subsurfaces through
ionic bonding between hydrogen atoms and

surface atoms.
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Alloys and Compounds
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In this project, we study the electronic prop-
erties of several transition metals and their al-
loys and compounds and explore their chemi-
cal trends and effects associated with structure
and symmetry. In addition, continuing devel-
opments of numerical methods related to the
first-principles calculations are also pursued.
In FY2015, we theoretically investigated the
magnetism of the A-site ordered perovskite-
type transition-metal oxides, the mechanical
properties of hard materials such as WC, and
the x-ray optical activity in noncentrosymmet-
ric materials. Among them, results of first-
principles electronic-structure calculations for
the A-site ordered perovskites [1] are summa-
rized below.

YMn3Al;012 (YMAO) is one of the A-site
ordered perovskite oxides (Fig. 1) and its mag-
netic ordering is a G-type antiferromagnetic
(G-AFM) arrangement of Mn3T (spin S=2)
determined by a neutron powder diffraction
measurement. Magnetic coupling parameters
between neighboring Mn ions are estimated by
using total-energy calculations for several mag-
netic configurations. It is found that the G-
AFM is stabilized by the nearest-neighboring
exchange coupling J; mainly originating form
a superexchange mechanism, not direct ex-
change, and exchange interactions between far-
ther neighboring Mn ions J> and J3 are also
AFM but relatively small, being in consis-
tent with the neutron experiment. Calculated
mean-field Néel temperature 53.5 K is slightly
higher than the experimental value (35K) and
the overestimation may be partially due to the
mean-field approximation. This dominant na-
ture of Ji over Jy and J3 is in striking contrast
with the situation of competing J; and J, lead-
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Figure 1: Crystal structure of YMn3Al,O15.

ing to the stability of the E-AFM in LaMnOs3,
showing a difference of Mn3" ions between
the A’ and B sites. This also sharply con-
trasts with the other G-AFM A-site ordered
perovskite CaCusTisO12 (CCTO) previously
studied [2]. In CCTO, J; between Cu ions
is ferromagnetic and the stability of G-AFM
originates from the third neighbor J3 via long-
range superexchange paths realized by strong
Ti-3d and O-2p hybridization. In YMAO, on
the other hand, the relevant Al states are far in
energy from the O-2p preventing from sizable
hopping integrals in the superexchange cou-
plings.
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DFT study of excess electrons introduced by Ti interstitials in
rutile TiO, (110) surface

Kenji Yasuoka

Department of Mechanical Engineering,

Keio University, Kohoku, Yokohama, Kanagawa 223-8522

As a model surface of transition metal oxide,
rutile TiO, (110) surface have been studied
intensively by experiments and theories. Excess
electrons are known to be important in
considering the surface chemistry of TiO,.
Until  recently, surface bridging-oxygen
vacancy was considered to be the main source
of these excess electrons, however an
experimental result suggested that subsurface
Ti interstitial is the main source of these excess
electrons [1]. Following this result, theoretical
works have revealed that Ti interstitial in bulk
TiO, can introduce excess electrons to the
surface [2, 3]. However, the behavior of these
excess electrons on the surface is still unclear.

In this work, we have studied the stability of
these excess electrons in rutile (110) surface
theoretically using static density functional
theory (DFT) and  Born-Oppenheimer
molecular dynamics (BOMD). It was difficult
to explicitly calculate all the possible
combination of Ti sites that excess electrons
localize. So we performed BOMD to find Ti
sites where the excess electrons are more likely
to exist. We then performed over 40 DFT

simulations targeting those sites. All
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Figure 1: (right) Image of one calculation cell
in a slab model, large (small) sphere is oxygen
(Titanium) and (left) image enlarged near Ti

interstitial

calculations were done using VASP on System
B. VASP was chosen here, because it is
implemented with plane wave DFT, and it is
known to have high parallel efficiency. For
exchange-correlation functional, PBE+U was
used, which was confirmed by our previous
work to sufficiently describe defect state in
TiO;, [4]. The surface was described using slab
model with 649 atoms (Fig. 1). Different slab
models were compared including larger slab
models. Also, stability of slab models with

different localization sites of excess electrons
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was compared.

As a result, excess electrons introduced by
Ti interstitial were more stable near the surface
compared to sites near Ti interstitial. This
indicates that, Ti interstitials can provide excess
electrons to the surface. This result is in
agreement with the experimental result by

Wendt et al.
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Theoretical Analyses on Ionic Transport Properties,

Electrical Properties and Interfacial Electronic States

of Nanostructures

Satoshi WATANABE
Department of Materials Engineering, the University of Tokyo
7-3-1 Hongo, Bunkyo-ku, Tokyo, 113-8656

1 Introduction

Although the properties of nanostructures
have been extensively investigated in the last
few decades, our understanding on them is
still insufficient to design and control novel
nanoscale information and energy devices. In
particular, further studies on complicated sit-
uations and phenomena, such as the effects of
interface between novel two-dimensional ma-
terials and substrates and ionic transport at
nanoscale in metal-oxide heterostructures, are
strongly desired.

Keeping the above in minds, we have been
investigating these topics using theoretical
analyses based on atomic/electronic level sim-
ulations, taking various nanostructures as tar-
get systems. In the followings, some of our
results in the fiscal year 2015 are described.

2 Interfacial electronic properties of
graphene on Si-terminated SiC

The epitaxial growth of graphene on a SiC
substrate has attracted much attention be-
cause of its potential for wafer-size high mobil-
ity graphene on a high-quality insulating sub-
strate. However, the interface electronic struc-
ture of graphene on SiC is complicated due to
the strong bonding between them.

We have examined the atom-specific inter-
facial electronic properties of the epitaxial
graphene on Si-terminated SiC substrate using
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density functional theory (DFT) calculation
with van der Waals interaction correction [1].
In doing so, we focused on the dependence of
the local electronic state on the chemical envi-
ronment. The band structure projected on the
respective atomic orbitals reveals that the dan-
gling bonds of the carbon atoms in the buffer
layer and uppermost Si atoms form electronic
The contribu-
tion of each atom to the dangling bond states

states around the Fermi level.

strongly depends on the presence/absence of
the interlayer Si—C covalent bond. This affects
the atom-specific local density of states of the
top-layer graphene through its interaction with
the substrate/buffer layer, which implies that
the bias voltage dependence of the scanning
tunneling spectroscopy mapping image reflects
the presence of the dangling bonds of the buffer
layer carbon or uppermost Si atom in the sub-
strate.

3 Electronic structure of quasi-free-
standing germanene on monolayer
group IIT monochalcogenides

Germanene has high potential as a novel elec-
tronic device material owing to high intrinsic
carrier mobility, large spin-orbital interaction
and small electron-phonon coupling compared
with graphene and silicene. However, ger-
manene synthesized on a substrate often loses
the Dirac-cone, which involves the loss of the

above fascinating properties.
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We have examined the stability and elec-
tronic structures of germanene on monolayer
GaS, GaSe, GaTe and InSe using the DFT [2].
We have found that the germanene keeps its
buckled-honeycomb structure on all the above
substrates similar to the free-standing case. In
addition, germanene preserves its Dirac-cone-
like band structure on monolayer GaTe and
InSe. In these two cases, a small bandgap
of 0.14-0.16 eV opens at the Dirac point, and
the effective masses are as small as 0.05-0.06
The estimated
carrier mobility is up to 2.2 x 10° cm? V!

times the free-electron mass.

s~!. These results suggest that the monolayer
GaTe and InSe would be promising substrates
for germanene devices.

4 Cu Diffusion in Amorphous Ta;0O5

In some of novel information and energy de-
vices such as the atomic switch, atom diffusion
plays crucial role. Atomistic simulations using
reliable method such as the DFT are powerful
for understanding the atom diffusion behav-
ior at nanoscale, but performing such simula-
tions for amorphous materials is computation-
ally very heavy.

Considering the above, we have constructed
a simplified neural network (NN) interatomic
potential to predict the diffusion behavior of
Cu atom in amorphous TapOs efficiently [3].
First, the amorphous TasOs was generated by
melt quenching method with ab-initio molecu-
lar dynamics. Then one Cu atom was inserted
into the amorphous TasO35 randomly, and the
structure was optimized. The NN potential
was constructed using the method proposed by
Behler and Parrinello [4].

After training using 540 samples, the mean
absolute error of energy prediction is less than
0.1 eV. Using the NN potential combined with
the nudged elastic band (NEB) method, the
pathways and activation energy barriers for the
Cu hopping were estimated. The results agree
well with those obtained from the DFT+NEB
method.
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First-Principles Study of Excited Electronic States

and Dynamics of Nanostructures under External
Fields

Kazuyuki WATANABE, Yasumitsu SUZUKI, Elena SILAEVA, Satoshi HAGIWARA,
Yoshihiro UEDA, Kazuki UCHIDA
Department of Physics, Tokyo University of Science
1-3 Kagurazaka, Shinjuku-ku, Tokyo 162-8601

In the project we investigated the follow-
ing four topics this year. 1) Laser-assisted
field evaporation of Si clusters by time-
dependent density functional theory combined
with molecular dynamics (TDDFT+MD), 2)
dc-field enhanced photoexfoliation of bilayer
benznene by TDDFT+MD, 3) development
of first-principle non-adiabatic molecular dy-
namics simulation method based on the ex-
act factorization of molecular wavefunction,
and 4) spin-polarized annihilation lifetime of a
positron in defective GaN by two-component
DFT (TC-DFT).

1) Laser-assisted field evaporation of Si
clusters by TDDFT+MD[?]: We studied
laser-assisted field evaporation wusing the
TDDFT+MD approach and including the
laser as a time-dependent optical field. We
have shown a drastic decrease of the HOMO-
LOMO gap of a hydrogen molecule and a
silicon cluster under high dc field, which is
believed to be a common trend for different
atomic systems and solids. The obtained pho-
toabsorption spectra of the present systems
also demonstrated strong changes with increas-
ing the dc field. In particular, a pronounced
redshift in the low-energy region was observed
at high dc fields. The TDDFT+MD approach
enabled monitoring the evaporation dynamics.
The position and charge state of an atom evap-
orated from a hydrogen molecule and a sil-
icon cluster as a function of time has been
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obtained under dc field without laser illumi-
nation and together with a laser field. The
dc field and laser intensity conditions needed
to generate the field evaporation have been
analyzed and an agreement with experiments
has been found. Evaporation was observed at
lower dc fields when high-intensity laser is ap-
plied. The demonstrated field-induced changes
in electronic and optical properties were shown
to affect significantly laser-assisted field evap-
oration dynamics and are believed to play an
important role also in other laser-assisted field
emission techniques and nano-optoelectronics.
The large scale TDDFT-MD calculations have
been performed using System B.

2) DC-field enhanced photoezfoliation of bi-
layer benznene by TDDFT+MD[?]: We stud-
ied the exfoliation of bilayer benzene induced
by intense laser pulse and external dc field by
TDDFT+MD simulation. We showed that the
dc field can accelerate the athermal photoex-
foliation by dc-field induced force on one of
benzene molecules in addition to the repulsive
force between the benzene molecules caused
by photoemission. Dc-field and photoemission
lead to the increase in positive charge of ben-
zene molecules that determines the dynamics
of athermal exfoliation. The charge state of
benzene is shown to be more important than
absorbed laser energy during exfoliation pro-
cess under given conditions of laser pulse and

dc field parameters. Our theoretical study
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thus demonstrated that a field-enhanced pho-
toexfoliation can be an efficient technique for
producing intact graphene sheets because dc
field helps to avoid the laser-induced thermal
melting and ablation of graphite. The present
study also provides important insights on the
field evaporation of graphite that can be an
interesting and challenging problem for atom
probe tomography experiments because evapo-
ration not of individual atoms but entire mono-
layers of graphene is expected. The large scale
TDDFT-MD calculations have been performed
using System B.

3) Development of first-principle non-adiabatic
molecular dynamics simulation method based
on the exact factorization of molecular wave-
function:  The exact factorization of the
electron-nuclear wave function allows to de-
fine the time-dependent potential energy sur-
faces (TDPESs) responsible for the nuclear dy-
namics and electron dynamics. We are aiming
to develop a novel first-principle non-adiabatic
molecular dynamics simulation method based
on this TDPES. To this end, we made a new
algorithm that combines two methods; one is
a coupled-trajectory mixed quantum-classical
(CT-MQC) method, which is derived from the
exact factorization and has been shown to re-
produces quantum nuclear dynamics of small
model systems very well, and the other is the
linear response (LR) TDDF'T, which is known
as a very effective method to calculate the
excitation energy, the nonadiabatic coupling
(NAC) vectors, and the gradient of the excited
state potential energy surfaces. We succeeded
to formulate the algorithm, and then tested
the efficiency and accuracy of LR-TDDFT cal-
culation by our in-house code on System B.
We also developed an algorithm that uses the
wave-function theory instead of LR-TDDFT
to calculate the excited-state properties, and
made a code of it by implementing CT-MQC
algorithm into SHARC code, which is a free
program package of surface-hopping dynamics.

4) Spin-polarized annihilation lifetime of a
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positron in defective GaN by TC-DFT[?]: We
determined the spin-polarized annihilation life-
time of a positron (SPALP) trapped by the Ga
vacancies in GaN by TC-DFT with geometry
optimization. SPALP clearly depends on the
charged states of the Ga vacancies and the in-
duced magnetization. The dependence is at-
tributed to the overlap between the positron
and electron densities at the defect. Thus, the
present study proves the useful role of SPALP
for probing and determining the mechanism
of d° ferromagnetism. The calculations have
been performed using System B.
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Structural and magnetic anisotropy analyses in Fe/Cu

ultra-thin films by first-principles calculation
Yasutomi TATETSU

The University of Tokyo, Hongo, Bunkyo, Tokyo 113-0033

Magnetic thin films have been studied due
to its peculiar magnetic behaviors compared to
their bulk systems. These behaviors can come
from structural transitions depending on the
temperature and growth conditions. Fe/Cu(001)
magnetic thin films have been studied for the
past decades, because of their uncertain
magnetic structures [1, 2]. As is well know, the
ground state of Fe has the bcc structure, but the
fcc-Fe, which is stable above 1184 K in general,
can epitaxially grow on a Cu(001) substrate
even below room temperature, since the lattice
parameters of Cu (3.615A) and fcc Fe (3.58A)
are quite close to each other. Many kinds of
studies for the systems have been reported, but
its ground state is controversial.

We applied first-principles calculations to
the  fcc-Fe/Cu(001)  system using a

[3]

its electronic and magnetic

computational code OpenMX for

understanding
structures. Mainly, the system B super
computer was used for all calculation. Our
structure model is a slab model consisting of
seven Cu layers and several Fe layers capped
by a 10-A vacuum layer. According to our
collinear spin calculations, an
antiferromagnetic structure is stable in the 4 to

7-ML systems and a ferromagnetic coupling at
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the top two layers can be obtained, which is in
good agreement with experimental results (see
Fig. 1). We also calculated the non-collinear
spin configuration, which considers the spin-
orbit interaction. This calculation indicates that
the spin-orbit coupling in Fe sites can be
ignored due to the weakness of the orbital

moments of Fe.

Figure 1: Energy differences of the collinear
spin structures in each Fe/Cu system. Orange
region indicates the antiferromagnetic states.
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Numerical studies on anharmonic phonon properties

based on density functional theory

Terumasa TADANO
Department of Applied Physics, The University of Tokyo
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Lattice anharmonicity has gained much at-
tention in recent years because of its signifi-
cant importance for characterizing various ma-
terial properties. For example, SnSe is attract-
ing strong interest because of its severe an-
harmonicity and ultralow thermal conductiv-
ity, which makes the thermoelectric figure-of-
merit as high as ~2.7 [1]. Strong anharmonic
effect is also suggested for a superconducting
sulfur hydride H3S [2], which is associated with
the large zero-point motion of hydrogen atoms.
Since anharmonic effects in these materials are
quite large, they cannot be treated by pertur-
bative methods.

To model anharmonic effects of phonons
nonperturbatively, we have been developing an
efficient numerical approach based on density
functional theory (DFT). In our method, we
first extract harmonic and anharmonic force
constants (FCs) from displacement-force data
sets sampled with accurate DFT calculations.
Using the calculated FCs, we then solve the
self-consistent phonon (SCPH) equation to ob-
tain anharmonic phonon frequencies [3].

The validity of our approach has been
demonstrated for the high-temperature phase
of SrTiOgz [3, 4] and sulfur hydrides H3S and
HoS under pressure [5]. We also examined
anharmonic phonon properties of the high-
temperature Cmcem phase of SnSe. Here, the
DFT calculations were conducted using the
Quantum-ESPRESSO package [6], and FCs
were estimated using least absolute shrinkage

and selection operator (LASSO) implemented

200
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Figure 1: Calculated anharmonic phonon dis-
persion of SnSe (Cmem structure)

in the ALAMODE package [7]. Figure 1 shows
the anharmonic phonon dispersion of SnSe cal-
culated using the SCPH method. As can be
seen in the figure, the phonon dispersion is
strongly temperature-dependent, especially for
the soft mode at Y point associated with the
structural phase transition. We also calculated
the lattice thermal conductivity of SnSe and
obtained good agreements with experimental
values at high temperatures.
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ADb initio GW calculation for low-dimensional metal
K0.3M003

Kazuma NAKAMURA
Quantum Physics Section, Kyushu Institute of Technology
1-1 Sensui-cho, Tobata, Kitakyushu, Fukuoka, 804-8550

Using an ab initio GW calculation, we study
quantitative accuracy of plasmon fluctuation
in various materials. The quantum fluctua-
tion is important in a metallic system, espe-
cially having isolated low-energy bands near
the Fermi level. In the isolated-band materials,
the plasma excitation can occur in this band,
and then its energy scale is usually smaller
than the bandwidth. In this case, the plasmon
fluctuation can relevantly renormalize the bare

band structure via the self-energy effect.

In this report, we present a study for the
low-energy electronic structure of transition-
metal oxide Kg3MoO3 which is a typical iso-
lated low-energy band system. This is a typical
low-dimensional metal and exhibits transition
to the charge density wave state at the low
temperature. In the metallic region, this mate-
rial exhibits a large renormalization in the pho-
toemission spectrum. From this observation
and the quasi-one-dimensional nature, the ori-
gin of the renormalization has been discussed
in view of the Tomonaga-Luttinger liquid. On
the other hand, this material exhibits clear
low-energy plasma edges around 0.1-1 eV in
the reflectance spectra.

We study the low-energy electronic struc-
ture of Kg3MoOj3 using our developed GW
calculation code [1, 2]. We calculate density-
functional band structure, maximally local-
ized Wannier functions, reflectance spectra,
and spectral functions. The crystal structure
is centered monoclinic (a=9.8804, b=9.880A,
c=9.894A, a=115.34°, f=115.34°, v=45.01°)
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and contains 43 atoms in the unit cell. The de-
veloped code is massively parallelized, capable
to treat large systems such as the present case.
All calculations were done at Supercomputer
center at Institute for Solid State Physics, Uni-
versity of Tokyo.

Figure 1(a) is our calculated density-
functional band structure of Ky 3MoOgs. The
isolated low-energy bands are drawn by blue
dotted curves and its bandwidth is ~1.5 eV.
The panel (b) shows the maximally localized
Wannier function for these isolated bands.

(b)

Energy (eV)

Figure 1: (a) Calculated band structure
of Ky3MoOQOgs, where the isolated low-energy
bands are drawn by the blue dotted lines. (b)
Calculated maximally localized Wannier func-

tion for the isolated bands.

Figure 2(a) compares the calculated re-
flectance spectra (solid curves) with the exper-
imental data (open circles). The light-red and
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dark-blue colors specify the results in the light
polarization of E||a and E||t/, respectively, and
the a axis is the one-dimensional conducting
axis. The plasma edge is found to be ~1 eV.
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Figure 2: (a) Comparison between calculated
reflectance spectra (solid curves) and experi-
mental data (circles) of Kp3MoOs. (b) The
calculated screened interaction with the con-
strained random phase approximation (dark-
blue circles) compared with the bare interac-
tions (light-red circles).

We show in Fig. 2(b) screened Coulomb
with
the constrained random phase approximation.
The dark-blue and light-red circles describe ef-
fective and bare interactions, respectively. The

interactions of Ky3MoQOg, calculated

effective onsite interaction U — V' is estimated
as 0.59 eV which is smaller than the bandwidth
and plasma excitation.

Figure 3(a) compare the calculated GW
spectral function with the density-functional
The GW spectra
are basically similar to the density-functional
3(b) the compari-

bands (blue solid curve).

one. We next in Fig.
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son among the GW (thick-red curve), density-
functional theory (thin-black curve), and ex-
periments (circles). The GW result is appre-
ciably renormalized from the non-interacting
one, thus resulting in a reasonable agreement
with the experimental result.

Energy (eV)

Intensity (arb. units)

Energy (eV)

Figure 3: (a) Calculated GW spectral func-
tion of Ky 3MoOgs, where the isolated low-
energy bands are superposed with blue solid
curves. (b) Comparison of photoemission spec-
tra among the GW, density-functional, and ex-
perimental ones.

In summary, we have studied low-energy
plasmon fluctuation of low-dimensional metal
K0.3M003.
electronic structure, we have calculated the

To investigate this effect on the

GW spectral function, and compared it with
the experimental data.
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Parallelized ultra-large-scale electronic-structure theory based

on first principle calculation and novel numerical method
Takeo Hoshi and Hiroto Imachi

Department of Applied Mathematics and Physics, Tottori University,
4-101 Koyama-Minami, Tottori 680-8550, Japan;

Large-scale electronic structure calculations
were carried out by our original simulation
code ELSES (http://www.elses.jp/) mainly for
the structural and transport calculations of
condensed organic polymers. Large-scale
calculations are realized by novel massively
parallel order-N algorithms. The transport
calculations were carried out as a theoretical
extension with the quantum wavepacket (QWP)
dynamics simulation in which a dynamical
equation (i 0, ¥ = H.gW) is solved for a hole
wavepacket based on ab initio based tight-
binding formulations.

Figure 1 shows the preliminary result of the
QWP dynamics [1][2]. The results of the
organic polymer in Fig. 1(a) on calculated
mobility are consistent to the experimental
trend [3] in which the mobility of meta(zig-zag)
type polymers is larger than that of para (linear)
type polymers. Here single polymer simulations
were carried out among different conditions
and polymer lengths. The maximum length of
polymer is 700nm or 1,000 monomer units.
Figures 1(b), (c) (d) shows (b) pentacene thin
film and (c)(d) a condensed organic polymer as
a test calculation of condensed organic

molecules. One can observe that the
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wavepacket progapagetes between molecules,
as expected.

Related methodologies are also developed for
ab initio transport calculation with non-
equillibrium Green function theory [4] and
optimal hybrid generalized eigenvalue solver

for massively parallel computations [5][6].
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Fig. 1 Example of transport calculation of organic materials by the quantum wavepacket (QWP)

dynamics[1][2]; (&) QWP dyanamics on a polymer of poly-(phenylene—ethynylene). The figre is a

close-up. (b) QWP dyanamics on pentacene thin film with single layer. (c) QWP dyanamics on a

condensed polymer of poly-((9,9)-dioctyl fluorene)(PFO). The three polymers in a periodic cell form

an amourphous-like strcutures.
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Ab-initio molecular dynamics study on

organic molecules

Kazume NISHIDATE and Masayuki HASEGAWA
Faculty of Engineering, Iwate University
Ueda 4-3-5, Morioka, Twate 020-8551

Graphene (GR) has attracted considerable
attention due to its outstanding electronic, op-
tical, thermal and mechanical properties. Re-
cently, a particular attention has been paid
to its transparency for a wide range of light
frequencies since it can be used as a trans-
parent electrode instead of the expensive tin-
doped indium oxide (ITO) in the device appli-
cations. Organic semiconductors have also at-
tracted considerable interest because of their
favorable electrical properties in the develop-
ment of flexible electronic devices such as the
light emitting diode (LED) and the solar cells.
Pentacene (Co2Hi4, PEN) and perfluorinated
pentacene (CooF14, PFP) molecules, in partic-
ular, are considered to be promising organic
semiconductors due to their novel electronic
It has been suggested that the
charge redistribution at the interfaces between

properties.

the organic molecules and the substrate causes
the changes in the electron energy levels and
the carrier injection barrier. However, theo-
retical studies on the energetics of the organic
molecules on GR have been a challenging sub-
ject due to the computational difficulties aris-
ing from a demand to use a large system. In
this work, we investigate the energetics of the
PEN and PFP molecules on GR using molec-
ular dynamics simulation (MD) based on the
density functional theory (DFT). We used the
same methodology used in the DFT computa-
tion of collapsed armchair nanotube: the vdW
interactions were supplemented either by the
semi-empirical method (DFT-D2 and D3) or
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by the vdW DFT (optB86-DFT)[1].

Initially, three PEN or PFP molecules were
placed on the GR in flat-laying orientation.
Time step is 1 fs. We first evaluated the micro-
canonical ensemble of the MD system and con-
firmed its energy convergence. And then the
temperature was controlled at 500 K by way
of the Nose method. In the Figure 1, we show
the snapshot of the PFP on the GR at the
3000 time step. The coverage of the molecules
on GR corresponded to roughly 1.5 ML. In all
cases, a PEN or PFP molecule started to stand
up with respect to the other molecule. We be-
lieve that the T-type stacking formation will
lead to the herringbone structure which is typ-
ical to the molecular crystals.

Figure 1: PFP molecules on GR.
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Exploration of structure motifs
characterizing “function” of metal oxides

Kazuto AKAGI
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Tohoku University, Katahira, Aoba-ku, Sendai, Miyagi 980-8577

We have explored the key motifs in metal
oxides characterizing their “function” in this

project. The brief summaries are as follows:

Li»O, in a Li-Air battery

Li-Air battery is expected as one of the next
generation batteries. In order to make it
rechargeable, discharge product Li,O, should
be decomposed into Li* and O, during the
charging process. It is known that TTF (Tetra
thiafulvalene) promotes such decomposition of
Li,O, with the combination of DMSO solvent
and nano-porous gold electrode, but its critical
role was still unrevealed.

First, we performed a series of classical
molecular dynamics (MD) simulations to see
the formation and decomposition process of
LiO, cluster in DMSO solvent. The parameters
of force field were optimized using the
information on total energies and atomic forces
derived from a set of one-point first-principles
calculations with rev-vdW-DF2 functional [1].
The obtained results showed a LiO, cluster is
spontaneously decomposed under charging
condition, i.e. at low [O; ] condition [2].

Thus, we focused on the decomposition of
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Li,O, into LiO,. Since an excess electron given
to a Li,O; cluster was localized, it is considered
this oxidation proceeds locally. We also
checked O, and TTF can be oxidized to O, and
TTF" on a Au(111) surface, respectively, and
prepared model systems containing a cluster of
Li,O, or LizO," (more stable form of Li,O,:
Li,O,+Li") with O,or TTF" in DMSO solvent.
The amount of charge transfer and free-energy
profile were evaluated by the first-principles
MD calculations performed at 400K using a 1.7
nm cubic cell with 20-23 DMSO molecules.
Thermodynamic average was done over 100 ps
time evolution.

The obtained results showed the special role
of TTF as a redox mediator. While O, oxidized
only the Li,O,cluster, TTF" was able to
oxidize both the Li,O, or Li;O," clusters. Since
“Li30,™ is not only stable in DMSO but also
exists as a key motif in a larger Li,O, we
cannot avoid the release of Li;O," clusters with
the decomposition of Li0,. TTF™ was
suppressing their accumulation and formation
of byproducts, which lead to improvement of

the cycle lifetime as a rechargeable battery.
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Electron trapping sites in a-HfO,
Degradation phenomena in metal-insulator-

semiconductor devices are often associated

with unwanted charging of the insulating layers.

This stimulated efforts to understand the nature
of the charge traps in polycrystalline and
amorphous oxide films of HfO, and Al,O;
grown on semiconducting and metal substrates.
In order to identify the character of electron
trapping sites, amorphous hafnium oxide (a-
HfO,) models were generated by classical MD
simulation and structure optimization by first-
principles calculation using hybrid functional
HSEO6 were performed with extra electrons.
We choose 35 structures with density in the
range of 9.2-9.9 g/cm® in order to investigate a
possible trend of property changes as a function
of density.

An extra electron can be spontaneously
trapped on pre-existing structural precursors
like longer Hf-O bonds or under-coordinated
Hf atoms. About 90% of the electron spin
density was localized predominantly on two or
three Hf ions sharing a three coordinated
oxygen atom. Electrons were trapped in deep
states in the gap at ~2.0 eV ranging from 1.0 to

2.7 eV below the bottom of the conduction

band in good agreement with experimental data.

These results show that the behavior of
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electrons in crystalline and amorphous HfO, is
radically different as no polaron trapping has
been observed in crystalline HfO, so far. In the
next step, extraction of structural characteristics

of such trapping sites is planned.

Topological data analysis

Another important aspect of this project is
application of the topological data analysis
based on “persistent homology”, which helps
us find hidden orders in a complex system [3].
The output is obtained as a two-dimensional
“persistent diagram (PD)” in which birth and
death of rings or cavities are plotted.
Identification of local structures around the
doped Co in rutile TiO, and precursor structures
of electron trapping site in a-HfO, was tried as
case studies, and some potential structural
motifs were obtained by classification of the
PDs. Finding correlation between such motifs

and “function” isnow in progress.
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First-Principles Study of Coercivity in Hard

Magnetic Materials

Daisuke HIRAI
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Hard magnetic materials are widely used in
applications such as permanent magnets, high-
density magnetic recording media, and high-
frequency electromagnetic wave absorbers.
Until now, the high coercivity has been real-
ized by using rare metals with large spin-orbit
interactions. Recently, however, their shortage
and price increase require us to design hard
magnetic materials with no use of rare metals.

Keeping the above in minds, we investigated
the magnetocrystalline anisotropy (MCA) of
the rare-metal-free magnetic materials from
first principles. In the following, some of our
results in the fiscal year 2015 are described.

Understanding the MCA at each atom is
crucial to identify weak parts for possible nu-
cleation cores of magnetization reversal, which
leads to the designing of hard magnetic mate-
rials. In general, however, the MCA is given
for an entire phase of a material. To exam-
ine the local MCA, we developed the method
to locally analyze the MCA on the basis of the
second-order perturbation theory on spin-orbit
interaction [1, 2].

Using this method, we calculated the MCA
of e-FepO3 in terms of the effect of a single
oxygen vacancy as an example [2]. As a result,
we obtained an increase in the magnetocry-
talline anisotropy energy (MAE) due to a sin-
gle oxygen vacancy. Our local MAE analysis
also showed that two Fe sites near the oxygen
vacancy dominantly contribute to the change.
In addtition, by decomposing the MAE con-
tributions from respective orbital components
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for Fe atom nearest to the vacancy, we clarified
that the spin-orbit coupling between occupied
3diLy2 orbital and unoccupied 3dﬁy one gives
the largest contribution to the MAE enhance-
ment. This enhancement can be understood
as follows. First, among the matrix elements
related to the selection rule in the perturba-
tion, <di2_y2|Vso\diy> = i€, is largest, where &
is the spin-orbit coupling constant. Second, a
sharp peak as the dangling-bond state in oc-
cupied 3di2—y2 states appears due to the va-
cancy, the appearance of which near the Fermi
level is also significant to the MAE enhance-
ment. Indeed, our Mulliken charge analysis
confirmed the large increases in the number of
states for 3d;§c_'y2’ . and 3d;2:’f6' from 0.20 and
0.79 to 0.62 and 0.89, respectively. We also ex-
amined the effect of an interstitial hydrogen on
the MAE, and showed that the contribution of
Fe site nearest to the oxygen bonding with the
hydrogen is dominant for the MAE enhance-
ment. Moreover, our analysis has been applied
to the relatively large-scale complicated system
such as a NdaFe 4B/Nd4O interface model and
we clarified the importance of the MCA of Fe
atoms as well as that of Nd atoms [3].
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Theoretical analysis of electrochemical interfaces by first-
principles calculation and statistical approach

Yasunobu ANDO
Department of Materials Engineering,
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A new, large family of atomic-
layered materials found in 2011;
called MXenes (Mn+1Xs) synthesized
from MAX phases (Mu+1AnXn) have
attracted increasing attention as
promising candidates for new types
of electrode materials in secondary
batteries.

First of all, we studied basic
properties of functinalized Ti2C that
is the simplest MXene compound by
using first-principles simulations
[1]. Our results reveals that oxygen
TioC: Ti2COq

insulating with an indirect band

terminated 1S
gap of 0.44 eV. Upon atomic
adsorption of H, Li, or Na, Ti2COs2
This

insulator change may be used to

becomes metallic. metal—
produce switching devices with a
high on/off ratio and low energy
consumption by controlling ionic
movement, as in ion batteries.

We also investigated the feature
of the electric double-layer potential

at the electrochemical interface
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Fig. 1 Structure model of Ti2C0O2-

sodium solution interfaces

models of functinalized TisC shown
We found that the

depedence of the potential drop on

in Fig. 1.
the surface functionalizations.
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Defect generation at metal/semiconductor interfaces:
stability and ionization diffusion
Takashi NAKAYAMA

Department of Physics, Chiba University
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Germanium (Ge) is expected as a promising
material for post-Si high-speed devices because of
its high carrier mobility. It was found very recently
that metal/Ge interfaces have many defects; defect
density around interface is 2-3 order larger than in
bulk Ge, which promotes serious degradation of
semiconducting properties. However, it has not
been clarified why so many defects exist at metal/
Ge interfaces. One purpose of the present project
is to answer this question by the first-principles
calculations. On the other hand, metal/semi-
conductor interface is not stable for a long time
and changes its structure by metal-atom diffusion.
The most serious case occurs at metal/SiO,
interface; the application of voltage promotes
meta-atom diffusion and induces large leakage
currents. The other purpose is to clarify the effects
of applied voltage on interface structure changes.
In this report, we show some of the results.

We first consider the defect generation
around metal/Ge interfaces, which is simulated by
using repeated slab geometry as shown in Fig.1(a).
Figure 1(b) shows calculated formation energies of
Ge vacancy defect at Al/Ge interface as a function
of distance from interface. The formation energy
far from the interface, about 2.3eV, corresponds to
values in bulk Ge. It is noted that the formation
energy gradually increases with increasing the
distance from interface to inner layers around 10A,
thus existing some transition region. Using these
energies and assuming Boltzmann distribution, we
can estimate the vacancy density as shown in the
inset. The density increases and is 10%-10° times
larger around interface than in inner layers, which
is in good agreement with recent experiments.

Then, we explain why defect density
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Fig.1. (a) Repeated slab model used in this study:.
(b) Calculated formation energies of Ge vacancy
defect around Al/Ge interface as a function of
distance from interface. Inset shows estimated
vacancy density.

increases around interface. By analyzing electro-
nic states, we found that the vacancy-related
defect state is localized only around vacancy when
the vacancy is located far from interface. On the
other hand, when the vacancy is located near
interface, we can see the hybridization between
vacancy-related state and metal-induced gap states
(MIGS), which correspond to evanescent states of
metal Al. Owing to this hybridization, the
formation energy of vacancy becomes smaller near
the interface. We have also analyzed formation
energies of various defects such as interstitials
together with varying metal kinds and interface
orientation and found that the same scenario is
applicable; the defect density is large around the
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Fig.2. Calculated formation energies of vacancy defect as a function of distance from interface for (a)

Al/SiOg, (b) Al/Si, and Al/Sn (100) interfaces.

Fig.3. (a) Calculated potential of Al-atom
diffusion from Al/SiOz interface into SiO2
layers and (b) ionic charge during the
diffusion, for cases of neutral and positive/
negative voltage applications. Bottom panel
shows atom positions at AlI/SiO2 interface.

interface due to the hybridization of defect states
with MIGS.

To demonstrate the important roles of MIGS,
we calculated formation energies of vacancy for
various Al/semiconductor (insulator) interfaces.
The results are shown in Figs.2(a)-2(c). It is clearly
seen that the width of transition region increases
with going from SiO, having 9.0eV band gap to Sn
with about 0eV gap. This is because the penetration
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length of MIGS into semiconductor layers is
roughly proportional to the inverse of band-gap
energy of semiconductor.

Finally, we consider the metal atom diffusion
into SiO, under the electric field. Figure 3(a) and
3(b) show adiabatic potential and ionic charge of
Al during the diffusion around Al/SIO, interface
when neutral and positive/negative voltages
are applied to Al layers. It is clearly seen
that Al atom is positively ionized and the
potential barrier into SiO2 layers remarka-
bly decreases in case of positive voltage
application, which well explains observa-
tions. Even when negative voltage 1is
applied, on the other hand, because Al atom
is still positively ionized in SiOs, the
potential barrier increases and the diffusion
into Si0z2 is remarkably suppressed.

All these calculations were performed using
the XTAPP and VASP codes. In order to realize
calculations for the present interface systems,
because the system is made of a large number of
atoms (200-500 atoms) and one has to consider a
variety of atom configurations during metal-atom
diffusion, the advanced computing facility having
higher-speed CPU (more than 100G Flops),
larger-size memory (around 100GB), larger-size
strange (more than 1.0TB), and a multi-task
operation is indispensable. These conditions are
never prepared in personal research laboratory.
Only the present super-computing system of the
ISSP can realize these calculations.
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First-principles analysis on the strain effect on the
thermoelectric properties of nanomaterials

Junichiro SHIOMI

Department of Mechanical Engineering,
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Since interfacial ~ thermal  transport
determines device performance, its analysis is
of importance in the thermal management
technology. While extremely high/low thermal
boundary conductance is demanded for heat
dissipation/thermal insulating device, thermal
switching material, whose thermal conductivity
can be tuned by an external force, is also
required. Here an approach that has been
recently paid attention is applied elastic strain
in namomaterial. Different with bulk, it is
known that one can apply large elastic strain to
the nanomaterials without large lattice defect
and dislocation. The impact of uniform elastic
strain to heat conduction has been evaluated by
molecular dynamics method, and it has been
confirmed that an elastic strain as high as 20%
can be applied [1]. In addition to this, recent
theoretical study on local elastic strain in MoS;
suggests that local elastic strain changes band
structure of charge carrier locally, and it is
possible to manipulate electric property of
entire material [2].

In this work, in analogy to manipulation of
electrical property of nanomaterial by local
elastic strain, we have analyzed phonon
transport in graphene under the presence of
local and large elastic strain by means of the
atomistic Green’s function (AGF) method [3].

In order to locally apply elastic strain, we
have considered the tapered graphene structures
as shown in the inset figure in Fig. 1. For the
structure, we have performed AGF method to
calculate phonon transmission functions, {(w).
Figure 1 shows frequency-dependent {{w) of
tapered graphenes with different conditions.
When comparing pristine (black line) and
tapered structure (blue line), phonon transport
is strongly suppressed by chocking structure,
which results in the 50% reduction of thermal
boundary conductance (Gtgc) at room
temperature (Grgc=3.5 and 1.8 W/m’K for
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pristine and tapered structures, respectively).
Next, we have calculated ((w) of tapered
graphene with local strain (brown line). Here
the local strain was introduced by pulling both
ends of tapered graphene. After this process, it
was found that 0.5% uniform strain leads to the
10% local elastic strain.

As seen in Fig. 1, high-frequency {(w) is
suppressed, nevertheless, obtained Grgc is as
small as 1.2 W/m?K because high-frequency
phonons are not well excited at room
temperature. In addition to this, by performing
AGF calculation for the pristine with artificial
strain (green line), it was found that low-
frequency {(w) is not affected by large local
strain. To summarize, we have investigated
large local elastic strain to heat conduction in
material for thermal switching device. Despite
the local strain is as high as 10%, its impact to
heat conduction is relatively small since the
chocking structure is dominant in the reduction
of thermal boundary conductance.

Fig. 1  Frequency-dependent  phonon
transmission functions, {(w), of graphenes
with different conditions. Inset shows the
tapered graphene structure.
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First-Principles Study on Device Properties of Emerging Phase-Change
Memory Devices
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Toward a realization of high-speed and
low power non-volatile memory, a new type
of phase change RAM (TRAM) has been
examined intensively [1]. The high-resistive
state (HRS) and low-resistive state (LRS) of
TRAM s are switched by the movement of Ge
atoms (Fig.1(a)). We showed that the
movement of Ge atoms in TRAMs was
enhanced by carrier injections [2]. Recently,
it has been found that TRAMS consisting of
Ge,Te/Sh,Tes superlattice with Ge deficiency
have higher speed operation and lower
switching  power than  stoichiometric
GeyoTe/Sh,Te;  superlattice  TRAMs  [3].
However, the conventional theoretical
models for TRAMs [4] cannot rationalize the
improvement in switching properties of Ge-
deficient TRAMSs.

In this study, we investigated on-off
switching  properties of  Ge,Te/Sh,Te;
superlattice TRAMs by first-principles
molecular dynamics simulation. We prepared
a stoichiometric Ge;Te/Sh,Tes superlattice
and a  Ge-deficient  GegsTe/Sh,Te;
superlattice. The atomic and electronic
structures were calculated by VASP code [5],
which is based on the density-functional
theory. The set operation was simulated by
heating and hole injection. On the other hand,
the reset operation was simulated by heating
only (Fig. 2).

(@) (b)

Figure 1: (a) Conventional HRS and LRS models of
TRAM and (b) Ge-conduction channel models.
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Our simulations showed that high-speed
and low power switching operations can be
realized in Ge-deficient TRAMSs. Ge atoms at
the interfaces between the GeTe and Sbh,Te;
become the conduction channel (Fig.1(b)).
Thus, the presence of Ge atoms at these
interfaces determines the resistance of
TRAMs. Moreover, we confirmed that Ge
vacancies in the GeTe layer enhance the Ge
mobility, leading to low power and high-
speed memory operations of Ge-deficient
TRAMs. We also found that the resistance of
the LRS can be controlled by changing the
number of injected holes during the set
operation.

This work was performed in collaboration
with LEAP. It was funded by the “Ultra-Low
\Voltage Device Project” and supported by
METI and NEDO.
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Magnetization in Twisted Bilayer Ribbons of

Graphene

Kazuyuki Uchida
Department of Physics, Kyoto-Sangyo University

Magnetic structures in twisted bilayer rib-
bons of graphene have been explored by
our first-principles calculations based on the
density-functional theory (DFT) within the
local-spin-density approximation (LSDA).

It has been known that peculiar electron
states appear at zigzag edges of graphene rib-
bons [1]. The energy levels of the zigzag-edge
states are located near the Fermi level. They
are shown to be magnetized by LSDA calcula-
tions [2].

When two graphene ribbons are stacked, in-
teractions between them lead to splitting of the
energy levels of the zigzag-edge states, and the
energy scale of the splitting depends on the
This in-
fers that magnetization of the edge states in

stacking pattern of the ribbons [3].

twisted bilayer ribbons of graphene also re-
flects the stacking pattern of the bilayer.

To make this point clear, in this work, we
have calculated magnetic structures in twisted
bilayers ribbon of graphene with changing the
twist angle between them. Thousands of atoms
must be calculated for this purpose. We have
used the real-space DFT (RSDFT [4]) code to
perform such ultra-large-scale spin-density cal-
culations.

A result of our calculations is shown in Fig.1,
showing that the stacking pattern of the bi-
layer influences the magnetization: The mag-
netization is localized at the AB-stacking edge;
The AA-stacking edge is not magnetized. Our
results show that magnetic structures of sys-
tems can reflect Moiré patterns in the systems.
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Figure 1: Magnetization in a twisted bilayer
ribbon of graphene, reflecting the Moiré pat-
tern in the system.
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Doping effects on Light Absorption of Light-harvesting
Molecules: ab initio Molecular-Dynamics Study
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Doping effect on optical response of a
molecular graphene with covalently linked
fullerene [the hexabenzocoronene (HBC)-
triethylene glycol (TEG)-Cep molecule], a
building  block in a  self-assembled
supramolecular solar cell, has been explored by
using ab-initio theoretical simulations. In HBC-
TEG-Cso system, Cgo attracts electron as
electron transport layer whereas the HBC
attracts hole as hole transport layer after
irradiation of the light to the HBC.

We have evaluated HOMO/LUMO energy
gaps and light absorption spectra of the HBC-
TEG—Ceo doped with B, N, O and F in the HBC.
The substitutional doping affects the relative
energies of the HBC significantly leading to
broader spectrum of light absorption. Especially
in O-doped case, maintaining the staggered
structure of the HOMO/LUMO relationship
between the HBC and Cgo and narrow HBC gaps
are identified. In order to investigate effects of
the HOMO/LUMO levels modified by the O-
doping on carrier dynamics, we have performed

a nonadiabatic quantum-mechanical molecular-
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dynamics simulation that incorporates electronic

transitions through a surface-hopping approach.

Fig. 1: Time evolution of the spatial distributions of the
charge densities for quasi-excited electron and hole for
non-doped (a) and O-doped (b) systems.

Figure 1 shows the time evolution of the
spatial distributions of the charge densities for
quasi-excited electron and hole for non-doped
(a) and O-doped (b) systems obtained from the
simulation. The simulation demonstrates that
doping oxygen into HBC enhances the charge
mobility after charge separation in HBC-TEG-

Cso super molecule.
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Large scale calculations on the fundamental processes of solar
cells and their optimization in conversion efficiency
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Hydrogen production by splitting water with

photo(electro)chemical system has been
attracting many interest as it is sustainable way
of solar energy. The oxygen evolution reaction
(OER) is the key in water-splitting system
because large part of overpotential is caused by
OER. We studied electrocatalyst/water
interfaces for OER by focusing on (i) pH and
electrode potential dependent RuO,/water
interfacial structure, and (ii) electrode potential
dependent Schottky-type barriers at n-type
TasNs/water for efficient hole transfer.

First, interfacial structures of RuOj/water
under given electrode potential and pH are
examined. As models for interfacial structures,
RuO,(110) is selected, and the formal valence
of surface Ru atoms and orientations of water
molecules are varied. In this manner a total of
almost 100 configurations were modeled. All
the calculations were performed using GPAW
with the ASE simulation package. The
GGA/RPBE functional and PAW method were
employed with F4cpu and F36cpu queues.
Based on the calculations of interfacial Gibbs
energy as functions of both pH and electrode
surface  Pourbaix is

potentiall, diagram
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generated. As a result, a significant structural

difference is found between pH values of 0 and

14[1]. Next, interfacial band diagram on
Ta3N5/water as a  photoanode  for
photoelectrochemical water-splitting is
discussed. For the examination of the

interfacial Schottky barrier height under given
electrode potential, TazNs (6.5%1x1) supercell
with explicitly introduced ice-like water
molecules is employed with F36c¢cpu, F18acc
and F72acc queues. From the calculations of
the position of valence band in bulk, position of
valence band at the surface, and semiconductor
barrier height at given electrode potentials, it is
clearly shown that the interface of n-type
TasNs/water shows the intermediate behavior
between band edge pinning and Fermi level
the

pinning. Consequently, importance of

surface modification is addressed from a
viewpoint of utilizing the Schottky barrier
height to get a driving force for charge
separation.
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First principles calculation of point defects in electrodes of
solid oxide fuel cells

Akihide Kuwabara

Nanostructures Research Laboratory,

Japan Fine Ceramics Center, Atsuta-ku, Nagoya, Aichi 456-8587

In complex oxides, considering the
Gibbs” phase rule, more than one degree of
freedom remain, even when the material is in a
single phase at constant temperature and
oxygen partial pressure. This means a variation
of the cation composition leads to a variation of
the oxygen nonstoichiometry, consequently
material properties. In this study, we
investigated how the cation nonstoichiometry
influences the oxygen nonstoichiometry from
theoretical points of view. For this purpose,
perovskite-type oxide SrFeO3., was chosen as a
model oxide, and first principle calculations
were performed on this oxide. Based on our
preliminary calculations, Sr,Fe;Os (x = 0.167)
was chosen as a target material.

Total energy calculations were
carried out using VASP code. Plane wave cut-
off energy was set to be 400 eV. We used the
GGA-PBE type of an exchange-correlation
potential. GGA+U approach was applied to 3d
orbital of Fe and Hubbard U potential was set
to be 5.4 eV. For calculations of point defects,
supercell models of 2x1x2 unit cells of
SrFe;,Os composed of 144 atoms were
constructed. An oxide ion vacancy, an excess
oxide ion, a cation vacancy were separately
introduced into the supercell and defect
formation energies were calculated according to
the formalism reported by Zhang and Northrup
[1]. In two-phase co-existing states, the
chemical potentials of cations can be defined.
Thus the chemical potentials of the components
in Sr and Fe excess conditions can be
determined, and consequently formation
energies of defects can be calculated. From the
calculated formation energies of defects
together with the electrical neutrality
conditions, the concentrations of defects in Sr
and Fe excess conditions can be evaluated.

The calculated concentrations of
oxygen vacancy [Vo], interstitial oxygen [Ojn]
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and electron hole [h] as a function of oxygen
partial pressure at 900 K are given in Fig. 1.
Interstitial oxygens are estimated as dominant
defects. However there were no significant
differences in the defect concentrations
between Sr and Fe excess conditions, especially
in relatively higher pO,. This is inconsistent
with the results observed in the measurements
of the oxygen nonstoichiometry, that is, the
oxygen content was relatively larger in Sr
excess than Fe excess conditions [2]. The
assumption used for the calculation must be
reconsidered and improved to reveal the
influence of the cation nonstoichiometry on the
defect structure.
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Fig. 1: Concentration of interstitial oxygen
“Oint”, 0Xygen vacancy “Vo”, and electron hole

“h” in SroFe,05 at 900 K.
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First-Principles Molecular Dynamics Simulations of
Water Dissociative Adsorption at Stepped Pt Surface and
at SiIC—Pt Interfaces

PHO VAN BUI, TAKUYA NISHITANI, HIDETOSHI KIZAKI, KOUJI INAGAKI, and
YOSHITADA MORIKAWA

Graduate School of Engineering,
Osaka University, 2-1, Yamada-oka, Suita, Osaka 565-0871

Water interaction with Pt surface plays
important roles in many catalytic surface
reactions, processes, and
electrochemistry. Recently, intact adsorption
and dissociation of water on flat Pt have been
extensively studied by both experiments and
simulations [1, 2]. A recent study on
adsorption and dissociation of water at the
edge of Pt(211) surface showed that the
dissociation energy is about 0.5 eV for a
monomer, 0.2 eV for a dimer, and nearly
zero in the case of a trimer [3]. Moreover,
water adsorption on a stepped Pt(111) surface,
which is observed after deposition of Pt by
X-ray diffraction [4] and commonly
occurring in realistic situations, is not well
understood.

Recently, Isohashi and co-workers [5]
reported experimentally that silicon carbide
(SiC) surface can be etched by just water
with the presence of Platinum (Pt) as a
catalyst. The results suggested that Pt plays
an essential role in the catalytic reaction of
water and SiC. To clarify the mechanism of

corrosion

the reaction and role of Pt as a catalyst, in
this study, we use first-principles simulation
tool for atom technology program package
(STATE) to elucidate the adsorption and
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dissociation of water on a stepped Pt(111)
surface and at Pt/SiC interface. The
calculations are based on the density
functional theory within a generalized
gradient approximation of Perdew et al.
Barrier height is evaluated by means of
climbing image nudged elastic band method

[6].

Fig. 1: 3C-SiC(111) and Pt(111) surfaces
in the simulation model. The box showed

a unit cell.
A stepped Pt(111) surface composed of
3-layer slab, in which the two topmost layers
are kept fixed to mimic the bulk. A
step-and-terrace 3C-SiC (111) surface was
used as a model for the simulation as shown
in Fig. 1. The model is periodically repeated
unit cells of four bi-layers. During the
simulations, the two topmost atomic layers
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with terminated surface atoms were allowed
to fully relax, while the remaining atoms
were kept fixed to maintain the substrate
structure.

In this study, we focus on the reaction
pathways and reaction barriers of the
interaction between water molecules and
OH-terminated step edge Si with the present
of platinum (Pt) catalyst in the calculation
model. The adsorption of water on a stepped
Pt surface is preferentially at the step edge of
Pt, stabilized by the effect of chemical bonds
with Pt and hydrogen bonds. The atomic
geometries at initial state (IS), metastable
state (MS) & final state (FS), and energy
profile of the water dissociative adsorption
on the edge of the Pt (111) surface are shown
in Figs. 2 and 3, respectively.

Fig. 2: Atomic geometries of the water
dissociative adsorption on the edge of the Pt
(111) surface at IS, MS, and FS.

Fig. 3: Energy profile of the water
dissociative adsorption on the edge of the Pt
(111) surface

The results show that the barrier height of the
water dissociation on the edge of Pt(111)
surface is about 0.5 eV, which is about 0.3
eV lower than that on a terrace site [2].

With the presence of the SiC, the results
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show that the activation barrier of the water
dissociation at the SiC—Pt interface affected
by the distance of the Pt and SiC surfaces.
The shorter distance between Pt and SiC
surfaces, the smaller the barrier height. The
adsorption and dissociation of water at Pt/SiC
interface play important roles in etching of
SiC in water.

After the water dissociative adsorption, the
OH group may transfer to the topmost Si
atom and break the Si-C bond. The
activation energy and reaction pathway are
now under investigation.
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First-principles calculations of iron solid solution effects on the lattice thermal

conductivity of lower mantle minerals
Haruhiko DEKURA

Geodynamics Research Center

Ehime University, 2-5 Bunkyo-cho, Matsuyama 790-8577, Japan

Iron-bearing Bridgmanite (Mg,Fe)SiOsz is
believed to be the most constituent mineral in
the earth’s lower mantle. Determination of the
phonon transport property, i.e., lattice thermal
conductivity (x), of the material should be
therefore a key to understanding the dynamics
and evolution of the earth’s deep interior.
Lattice anharmonicity owing to the phonon-
phonon interaction strongly relates the phonon
transport. The primary purpose of this project
in this period is to determine the anharmonic
properties of the iron-bearing system at deep
mantle pressure conditions.
have

We performed density-functional

theoretic calculations combined with the
LDA+U method [1] and have extracted the
large number of anharmonic force constants
(AFC) by higher order derivatives of the
adiabatic potential surface [2]. All of the
calculations  were the

performed  using

QUANTUM-ESPRESSO package [3]. The
simulation cell of (Mgo_9375,Fez+o_0625)5i03 that
includes totally 160 atoms was adopted in this

study. The ferrous iron was treated in the high
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spin state (S = 2).

During this period, by the use of
supercomputer (system B), we have almost
finished the determination of the 3rd order AFC
at 100 and 150 GPa relevant to the Earth’s
lowermost mantle conditions. Those obtained
AFC will be analyzed and used for evaluation
of the phonon lifetimes, combining with
harmonic phonon properties determined also by
the real-space method. The phonon lifetimes
and thus x are known to very sensitive to the
choice of a mesh for the Brillouin zone
integration, and we normally need a dense
mesh for acceptable numerical accuracy. We
will continue to promote this kind of analysis
and perform anharmonic lattice dynamics

simulation in other systems.
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Ab initio calculation of superconducting pairing

interactions in materials with complex Fermi surface

Ryosuke AKASHI
Department of Physics, University of Tokyo
Hongo, Bunkyo-ku, Tokyo 133-0033

In this project, we calculated the electron-
phonon coupling strength in systems having
complicated shapes of the Fermi surfaces. The
recent development in the density functional
theory has enabled us to calculate the su-
perconducting transition temperature (7¢) in
the conventional phonon-mediated supercon-
ductors [1, 2]. The accuracy of the present Tc-
calculation method relies on that of the first-
Although

the Hermite-Gaussian broadening approxima-

principles phonon calculation [3].

tion [4] for describing the metallic occupation
has been used as a standard treatment, this
treatment in principle results in serious error
in the systems with complicated Fermi sur-
faces. On the other hand, a recently developed
tetrahedron-based method has been shown to
yield quantitatively more reliable results [5].

We calculated the dynamical matrix and
electron-phonon coupling strength in yttrium
halogen-carbides and hydrogen sulfide using
the tetrahedron-based method. These materi-
als have been shown to exhibit the Fermi sur-
faces with complicated structures formed by
multiple bands [6, 7]. QUANTUM ESPRESSO
code package (5.0.3)(Ref. [8]) has been used
for the calculations. The PBE-sol [9] and
GGA-PBE [10] exchange-correlation poten-
tials were used for the respective materials.
Parallelization scheme with respect to k points
(-npool option) as implemented in ph.z code
was employed. The calculations were mainly
done in System B (sekirei). In particular, the
calculation for hydrogen sulfide with composi-
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Table 1:
ing the electron-phonon coupling strength

Calculated factors represent-
and superconducting transition temperatures.
The latter
the strong-coupling-corrected McMillan-Allen-
12]
Coulomb-repulsion parameter p* = 0.13

values were estimated using

Dynes equation with the empirical

YCIC YBI"C YIC H1385 H31811
A 0.527 1 0.650 |0.831 1.301 | 1.481
win (K)| 283 | 248 | 218 | 1285 | 1351
wo (K) | 502 | 470 | 434 | 1569 | 1606
T. (K) | 27 [ 54 [ 95 | 124 | 153

tion of H31S1; required <24 hour per q point
with 32 nodes and -npool 32.

The resulting Eliashberg function o?F(w)
(Ref.[11]) representing the electron-phonon
The
coupling strength A and characteristic phonon

coupling strength is shown in Fig. 1.

moments wy, and wy (for their definitions, see
Ref. [12]) are summarized in Table 1. The T¢s
estimated from these values agree well with the
experimental trends [13, 14, 15]. These results
will be published in later papers.
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Study on catalyst synthesis and surface reaction analysis for
novel energy storage systems

Fumihiko KOSAKA and Junichiro OTOMO
Department of Environment Systems, Graduate School of Frontier Sciences,
The University of Tokyo, 5-1-5, Kashiwa-no-ha, Kashiwa, Chiba 277-8581, Japan

Redox reaction of metal oxides (MO) such as
nickel oxide and iron oxide can be utilized for
energy conversion and storage systems by
using the energy gap between metals and metal
oxides [1,2]. For example, a new energy
storage system has been proposed utilizing the
redox reaction of iron oxide with a solid oxide
fuel cell (SOFC) using H-H,0 as a mediator
[2].

converted to chemical energy of Fe during

In this system, electrical energy is
charging process. Reduction and oxidation of
iron oxide by hydrogen and water proceed in
charging and discharging processes,
respectively. Therefore, investigation of the
mechanisms that promote the redox reactions of
metal oxides is of great importance and lead to
highly efficient energy storage systems.

In this study, to discuss in a simple case, we
focus on reduction process of NiO(111) by
hydrogen. Hydrogen adsorbs on the surface of
NiO, and then water desorbs and oxygen
vacancy forms. The energy profile was
investigated using the density functional theory
(DFT). SIESTA code [3] was used for the DFT
The

(GGA)

calculations. generalized  gradient

approximation using the RPBE
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functional [4] was used as the exchange

correlation function. p(2x2) unit cell and
vacuum layers of 10 A was sampled with
2x2x1 k-point grid automatically generated
using the Monkhorst-Pack method [5]. During
relaxation, positions of atoms in bottom two
layers were fixed. Crystal structures were
visualized using VESTA software [6].

Fig. 1 shows the calculated energy profile and
positions of Ni, H and O during the initial NiO
reduction step by hydrogen. Hydrogen
approached the surface of NiO and was
stabilized by adsorption on the surface. Oxygen

vacancy formed by desorption of water and

Fig. 1: Calculated energy profile of initial NiO
reduction step by hydrogen. Red: O, white: H,
grey: Ni.



Activity Report 2015 / Supercomputer Center, Institute for Solid State Physics, The University of Tokyo

surface relaxation occurred. Because of the
oxygen vacancy formation, the total
energy increased. In the future plan, we
will calculate the reaction barrier using
the nudged elastic band (NEB) method.
Then, the investigation will be expanded
to other materials such as iron oxide and
ilmenite which will be used for the novel
energy using redox

storage systems

cycles of the oxides.
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Interface structure of 5-FeSi,(100) and Si(001)

Ken HATTORI
Graduate School of Materials Science, Nara Institute of Science and Technology
Tokayama, Tkoma, Nara 630-0192

The authors’ group found the formation of
B-FeSiz(100) on Si(001) prepared in ultra-high
vacuum, using scanning tunneling microscopy
(STM) and low-energy electron diffraction
(LEED) [1]. Using Simulation Tool for Atom
TEchnology (STATE)-Senri [2] in SCC-ISSP
system A, the author calculated STM sim-
ulation images for [-FeSip(100)1x1 surface
based on the LEED results, where the model
consists of 1st-layer Si (8 atoms per 3(100)1x1
unit-cell, corresponding to Si(001)2x2)/2nd-
Fe (2 atoms)/3rd-Fe (2)/4th-Si (8)/5th-Fe
(4)/6th-Si (8)/7th-Fe (2)/8th-Fe (2)/9th-Si
(8)/10th-Fe (4)/11th-Si (8)/12th-H (8) (64
atoms in total)[1].

Recently the authors’ group has confirmed
such a slab structure using high-angle annular
dark-field scanning transmission electron
microscopy (HAADF-STEM) in atomic reso-
lution. Furthermore, the STEM has revealed
atomic interface structure of -FeSiz(100) and
Si(001). Based on the experimental interface
structure, the author calculated interface
structures using STATE-Senri, from a small
model ((Si (8)/Fe (2)/Fe (2)/Si (8)/Fe (4))/Si
(8)/1st-Si-sub (4)/.../6th-Si-sub (4)/7th-H (8)
(64 atoms)) to a certain large-scale moedel
((Si/Fe/Fe/Si/Fe)x3/Si/Si-subx24/H (184
atoms), Fig. 1), step by step, under fixing the
last three layers (Si/Si/H), within 0.3 eV/A in
residual force. The k-mesh gird was 4x4x1,
and the spin polarization was not treated.

As shown in Fig. 1, the bottom Si atoms of
[B-FeSis did not fully bond to the substrate Si
atoms, suggesting loosely bonding at the inter-
face. Indeed, the main residual force located
at interface Si layers in calculated five models,
implying interface stress. One of the inter-
esting features of this system is nano-carpet
formation; different [-FeSiz(100) nano-film
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Figure 1: Calculated interface structure of g-
FeSiz(100) on Si(001). Red (blue and green)
balls represent Fe (Si) atoms.

domains on different-height Si(001) terraces
smoothly connected over the substrate steps,
implying that the interface bonding is weaker
than the lateral bonding inside the nano-film.
The calculated interface stress might be a key
point to reveal the nano-carpet growth.

The author thank Prof. Morikawa in Osaka
University, Dr. Yanagisawa in Ryukyu Uni-
versity, and Dr. Hamada in NIMS for their
great support in STATE-Senri calculations.
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Development of first-principles electronic structure

calculation package xTAPP

Yoshihide YOSHIMOTO
Graduate School of Information Science and Technology, University of Tokyo
7-3-1 Hongo, Bunkyo-ku, Tokyo 113-0033

xTAPP is a first-principles electronic struc-
ture calculation package based on plane wave
basis sets, pseudo potentials, and density func-
tional theory. It has been opened for public
under GNU General public license since April
2013 and it is acquiring users afterward.

One of the major request to xXTAPP after its
release was the calculation for spin-orbit inter-
action and relating non-collinear magnetism.
The major aim of this project was to extend
xTAPP to support these functions.

The developed version of xXTAPP which sup-
ports these functions has been publicly avail-
able after 20th April 2016[1]. This release also
contains a translated version of a pseudo po-
tential library which takes the spin-orbit inter-
action into account by solving the Dirac equa-
tion instead of the Schrodinger equation in its
generation processes. The library covers from
H to Bi if they are not radioactive. In addition,
stress calculations by the analytic expression
is also available for the calculations with spin-
orbit interaction and non-collinear magnetism
in this new version. The developed code in-
cluding the one for stress calculation supports
up to f orbital.

Fig. 1 shows the simulated band structure
of Au. The solid and the dotted lines cor-
respond to the calculations with and without
the spin-orbit interaction, respectively. The d-
band splitting by the spin-orbit interaction at
the I' point is reproduced. Fig. 2 shows the
stress of GaAs as a function of the lattice con-
stant by using the analytic expression and by
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using numerical derivative of the total energy.
We can not distinguish these two calculations.
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First-principles study of

magnet materials and spin-orbit systems

Takashi MIYAKE
CD-FMat, National Institute of Advanced Industrial Science and Technology
Umezono, Tsukuba 305-8568

Synthesis of a NdFejoN film [1], followed by
a theoretical calculation [2], has attracted re-
newed interest in exploration of new magnet
compounds having large saturation magnetiza-
tion and strong magnetocrystalline anisotropy.
Interstitial nitrogen enhances the magnetiza-
tion and induces strong uniaxial magnetic
anisotropy in NdFe;sN, and both the mag-
netization and anisotropy field are superior
to those of NdoFe4B over wide tempera-
ture range between the room temperature and
Curie temperature [1].

One problem in NdFeioN is that the com-
pound is thermodynamically unstable. A third
element, such as Ti, is necessary to stabilize
the bulk phase. Another question is whether or
not the magnetic properties can be improved
further by changing the interstitial dopant. To
address this problem, we have performed first-
principles calculations of NdFe;;TiX, where
X=B, C, N, O, F, using the QMAS code.
The calculations are based on the density func-
tional theory in the generalized gradient ap-
proximation. The Nd-4f electrons are treated
as open-core states.

The magnetic moment is enhanced by dop-
ing X compared to NdFeq;Ti in all the five ele-
ments we have studied. The amount of the en-
hancement significantly depends on X, and is
larger in X= N, O, F than in X = B, C. Anal-
ysis of the density of states clarified that the X
dependence is associated with the anti-bonding
states between Fe-3d and X-2p. The anti-
bonding states appear above the Fermi level in
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the X=B system. As the atomic number in-
creases, the X-2p energy level is shifted down.
In the X=N system, the anti-binding states
are partially filled in the majority spin channel,
whereas the minority-spin anti-bonding states
are not filled. This results in enhancement of
the magnetization.

The magnetocrystalline anisotropy is evalu-
ated based on the crystal field theory as

Ky ==3J(J —1/2)a;(r*YASng, (1)

where J = 9/2 is the total angular moment of
the Nd ion, oy = —7/1089 is the Stevens fac-
tor, and np is the concentration of Nd atoms.
The crystal-electric-field parameter (r?)AY is
calculated as

WAy = Fr [ Wree e, )

where F]™ is a prefactor of the real spherical
harmonics Z]*, W™ is the Kohn-Sham effec-
tive potential expanded by Z/", and ¢ is the
radial function of the Nd-4f orbital. We have
found that the (r?) AJ is sensitive to X, and has
the maximum for X=N. These results indicate
that nitrogen is the best dopant among X =B,
C, N, O and F in terms of magnetization and
magnetocrystalline anisotropy.
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tric field parameter of NdFe;; TiX (X= B, C,
N, O, F).

[3] Y. Harashima et al., Phys. Rev. B 92
(2015) 184426.
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Computational Simulation of the Hydrostatic

Pressure Effect on the Néel Temperature in

Corundum-type Cr,0;3

Yohei KOTA
National Institute of Technology, Fukushima College
Nagao 30, Taira-Kamiarakawa, waki, Fukushima 970-803/

Corundum-type CroOgs is an antiferromag-
net with a Néel temperature of Ty = 308 [K].
The effect of lattice compression on the Néel
temperature of CroO3 has been experimentally
observed using hydrostatic pressure; and the
variation of TN was reported in the range from
—16 to +15 K/GPa [1, 2, 3, 4]. However, these
previous experimental studies could not reach
a consensus, even with respect to the sign of
the pressure dependence of Ty. To provide
a theoretical perspective, the effect of hydro-
static pressure on the Ty of CryOgz is exam-
ined by first-principles calculations and Monte-
Carlo simulations.

First-principles calculations of the elec-
tronic structure of corundum-type CryOj3
[Fig. 1(a)] were performed using the Vienna
ab-initio Simulation Package (VASP) [5, 6].
The exchange-correlation functional was de-
scribed within the local spin-density func-
tional approximation by considering the on-
site Coulomb interaction correction. Note that
the U—J parameter [7] in the Cr 3d orbital was
set to 3.2 eV [8], which was non-empirically
determined by the unrestricted Hartree-Fock
method. The cutoff energy of the plane wave
basis was set to 520 eV and a I'-point cenered
4x4x1 k-point grid was used. Structural op-
timization for ionic positions and cell shape
was carried out with a fixed cell volume.
the exchange coupling constants between Cr
spins up to the fifth-nearest neighbors, Jij—
Js [Fig. 1(b)], were evaluated by fitting the
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Figure 1: (a) Schematics of the hexagonal unit
cell and spin configuration of corundum-type
Cry03 (blue and red spheres are Cr and O,
respectively). (b) The exchange coupling con-
stants up to the fifth-nearest neightbors, Jij—
Js.

energy variation of the ground state and ex-
ited states with a noncollinear spin configura-
tion. [9] Parallel computations were performed
using 1 CPU (12x2 cores) of the System B.
Figure 2 shows the pressure dependence
of J1*J5.
value indicates the antiferromagnetic (ferro-

Note that the positive (negative)

magnetic) interaction. The first-nearest neigh-
bor constant Ji, and the second-nearest neigh-
bor constant Js, linearly increase with increas-
ing pressure, whereas the other constants, J3,
Jy, and J5, are basically constant (although
the J3 and Jy points seem to overlap, they are
not equal; the |J3| values are approximately
0.2 meV smaller than the |.J4| values over the
entire region).

By substituting the Ji—J5 values shown in
Fig. 2(a) into the classical Heisenberg model,
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change coupling constants up to the fifth-
nearest neighbors, J1—J5.
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Figure 3: Néel temperature variation of CraO3
as a function of pressure, where TIQI denotes Tn
at P =0, and ATy = Ty — TY.

the Néel temperature Tx for CryOg is evalu-
ated by Monte-Carlo simulation. The result is
shown in Fig. 3, where Ty increases monoton-
ically with pressure due to the increase in J;
and Js.
respect to P from Fig. 3 gives:

Estimation of the slope of Ty with

1 diIn

LN —2 —1
7o gp = HL9x 1077 [GPaT.

In previous experiments on the effect of hydro-
static pressure, the obtained (1/7x)(dIn/dP)
values were —5.2 x 1072 GPa~! by Worlton et
al. [1], +4.9 x 1072 GPa~! by Gorodetsky et
al. [2], +1.6 x 1072 GPa~! by Alberts [3], and
—0.3 x 1072 GPa~! by Bayarjargal and Win-
kler. [4].
present calculation and previous experiments

Comparison of the results of the

indicates that the absolute values of the slope
are around the same. The sign of the slope
for the calculated result is in agreement with

the experimental results of Gorodetsky et al.
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and Alberts. In particular, the calculated re-
sult +1.9 x 1072 GPa~! is similar to an exper-
imental value of +1.6 x 1072 GPa~!L.

In summary, the effect of hydrostatic pres-
sure on the Néel temperature Ty for CroOg is
studied by employing first-principles calcula-
The ob-
tained results indicate an increase in TN with

tions and Monte-Carlo simulations.

increasing pressure P, because the exchange
coupling constants between Cr spins in the first
and second nearest neighbors are enhanced.
The calculated (1/7x)(dIn/dP) is quantita-
tively comparable with an experimental value
by Alberts [3].

This work was supported by ImPACT Pro-
gram of Council for Science, Technology and
Innovation (Cabinet Office, Government of
Japan).
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Study on structure, formation, and physical

properties of multiatomic vacancies and clusters of

2D semiconductors

Hiroyuki KAGESHIMA
Interdisciplinary Graduate School of Science and Engineering, Shimane University

Nishi-Kawatsucho, Matsue, Shimane 690-8504

Two dimensional (2D) semiconductors such
h-BN,
dichalcogenide (TMD) show very unique phys-

as graphene, and transition metal
ical properties. In our project, we focus on the
physical and structural properties of defects,
surfaces and interfaces of them [1].

TMD recently attracts many researchers
because of its two-dimensional feature as
graphene. The field effect transistor based on
TMD shows very high on/off ratio, which can-
not be realized in that based on graphene [2].
TMD is also expected as a unique two-
dimensional light emitting material because of
its direct band gap nature [3]. Therefore, the
crystal growth of TMD is studied widely. To
obtain TMD crystal with high quality, it is im-
portant to know its growth mechanism. We
focus on the very initial stage of the crystal
growth of MoSs, which is the most commonly
studied material between the TMDs.

We have calculated Mo,S, clusters for the
purpose. We put Mo and S atoms in different
ways at the initial, optimize the atomic struc-
tures, and select the most stable one from each
set of Mo and S complexes. The calculations
were performed based on the first-principles
calculation with the GGA density functional,
plane wave bases, and pseudopotentials. Pro-
gram package PHASE [4] was employed.

The results indicate that Mo atoms prefer
direct bonding with each other (Fig. 1). We
can obtain clusters with only Mo-S bonds and
without any Mo-Mo bonds when the cluster
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contains more than 8 S atoms. This indicates
that the ratio of Mo and S exceeds 1 and 2
of bulk MoS, crystal to obtain a good seed
cluster. We can conclude that S rich condition
is important in the crystal growth process to
obtain crystal with high quality.

Figure 1: Optimized atomic structures for

MosS, clusters.
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First-principles simulation of electrolyte diffusion

processes on constant-potential electrodes
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In recent years, there have been much
progress on the study of sodium-ion battery
(SIB), which is a promising alternative to
widely-used lithium-ion battery. To improve
the efficiency of such second-battery systems,
it is necessary to clarify the diffusion mecha-
nism of electrolytes on electrodes. In the ex-
perimental condition, bias voltages are applied
during charging or discharging, and thus elec-
trode reactions (including diffusion) proceed at
constant electrode potentials, as in the case of
scanning tunneling microscope (STM). How-
ever, in theoretical research, especially in the
study of reaction paths and energy barriers,
it is traditionally assumed that the charge in-
jected to the electrode is constant, without
control on the potential.

In the present work, we aim to perform re-
alistic first-principles simulation of electrolyte
diffusion processes on constant-potential elec-
trodes, using nudged elastic band (NEB) calcu-
lations at constant chemical potentials of elec-
trons (constant pe). This method is realized
by using the static version of the constant-ji,
scheme of Bonnet et al., originally developed
for molecular dynamics simulations [1]. In con-
nection to a potentiostat, the system is auto-
matically supplied with charges driven by the
force arising from the difference of the instan-
taneous and the target pe. The constant-pi
condition can be efficiently achieved by mini-

mizing this force.

As a benchmark calculation, we have car-
ried out simulations of bias-dependent diffu-
sion of water on an Al(111) surface, using
the above scheme. All calculations are car-
ried out on System B and C, using the pro-
gram package Quantum ESPRESSO [2]. Our
results show that there are significant changes
in diffusion barriers and paths under bias volt-
ages. This serves to clarify the origin of ex-
perimental observations. Comparative studies
also show that the conventional scheme with
a constant charge cannot give a good descrip-
tion of bias-dependent molecular diffusion be-
cause of strong interaction between the molec-
ular dipole and the electric field: To maintain
a constant potential, the charge supplied by
the potentiostat varies significantly along the
pathway [3].
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Stabilities, structures, and electronic properties of
atomic-layered materials

Yoshitaka FUJIMOTO
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Oh-okayama, Meguro, Tokyo 152-8551

Since the discovery of graphene, hexagonal
boron nitride (h-BN) atomic layers have re-
ceived much attention because of the struc-
tural and mechanical properties similar to
graphene. On the other hand, the electronic
structure of the h-BN layers is quite different
from that of graphene; h-BN layer is a gapped
material and graphene is a gapless material.
Hence, the h-BN layered materials are promis-
ing candidates for future semiconducting de-
vice materials in nano-electronics and opto-
electronics applications.

We here report atomic structures and elec-
tronic properties of carbon defects in h-BN
monolayer using a first-principles total-energy
calculation within the density-functional the-
ory. We show that the donor and acceptor
states can be induced when carbon atoms are
replaced with boron and nitrogen atoms, re-
spectively. We also show that the ionization
energies of the donor and acceptor states are
controllable by applying tensile as well as com-
pressive strains [1].

The pristine h-BN monolayer has a two-
dimensional unit cell with the optimized lattice
constant of 2.48 A, and it is in good agree-
ment with experimental result, 2.49 A. Cal-
culated band gap of pristine h-BN sheet is
4.64 eV, which is also in good agreement with
other results. The calculated B-C bond and
C-N bond lengths in the h-BN monolayers re-
placed with the C atom at the N site and the
B site are 1.48 A and 1.38 A, respectively, and
those are longer and shorter than the B-N bond
length of 1.43 A in the pristine h-BN mono-
layer. These structural behaviors are in agree-
ment with other results.

The ionization energy of the acceptor state
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monotonically decreases as the tensile strain
increases, and it increases as the compres-
sive strain increases. For the donor state, on
the other hand, the ionization energy shows
the unique behavior: The ionization energy
decreases as the tensile strain increases, and
the ionization energy also decreases rapidly
when h-BN monolayer is under the compres-
sive strain of less than 1 %, being different
from the case of the acceptor state. Interest-
ingly, the ionization energies for the acceptor
and the donor states show different behaviors,
especially in the compressive region. The ion-
ization energy increases for the acceptor state,
while it rapidly diminishes for the donor state
with increasing the compressive strain.

In order to study the behavior of ionization
energies for the donor state under the strains,
we exmaine the energy differences between
the donor-state level and the conduction-band
minima at the K and the I' points. The value
of the energy gap at the K point decreases as
On the other hand,
the energy-gap value at the I' point dimin-
ishes when the h-BN monolayer is compressed,
and it remains almost unchanged in the re-
gion of the tensile strains. It is thus found
that conduction-band minimum changes from
the K point to the I' point at the compressive
strain of around 1 %.

tensile strains increase.

In summary, we have examined the rela-
tionship between the strains and the electronic
properties of carbon defects in h-BN monolay-
ers on the basis of the first-principles density-
functional calculations. The donor and ac-
ceptor states can be induced when boron and
nitrogen atoms are replaced with the carbon
atom, respectively. The ionization energies
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are controllable for donor and acceptor states
by applying tensile and compressive strains.
For the donor state, the conduction-band min-
imum changes from the K point to the I" point
at the compressive strain of around 1 %.
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Electronic Structure of Rare Earth Magnets

Hisazumi AKAI
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We have pointed out in our previous study
that the chemical bonding between N and
Sm plays an important role in the magnetic
anisotropy change of SmyFeq7 from in-plane to
uniaxial ones caused by the introducing of N
[1]. This effect of N insertion was discussed in
terms of change in the electronic structure cal-
culated in the framework of LDA+SIC. Now,
the main issue is whether the 4f states are dealt
with properly in SIC. In the present study,
we examine the applicability of SIC for the
evaluation of the magnetic anisotropy of rare-
earth (RE) magnets by comparing the results
with various methods, in particular, the opti-
mized effective potential (OEP) method. In
this study, OEP is applied only on the RE
sites. Admittedly, this is a drawback from the
viewpoint of performing a consistent treatment
of uncertainly inherent in the so-called KLI
Putting this
aside for the moment, we have calculated the

(Krieger-Li-lafrate) constants.

electronic structure of RE magnets RoFei7N,
and RCos (R=light RE), by OEP with exact-
exchange (EXX) energy combined with Colle-
Salvetti correlation energy.

Figure 1 shows the total energy changes as
functiona of the tile angle of the crystal calcu-
lated using SIC, 0° corresponding to the mag-
netization along the z direction, 90° to the xy
direction. Three different curves are the result
of self-consistent calculations, the band energy,
and the total energy obtained using the poten-
tial for the zero tilt angle, respectively. The
three curves are more or less the same, indi-
cating that these results are reliable.

Unexpectedly, our preliminary results using
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Figure 1: Total energy changes as functions of
the tile angle of the crystal calculated using
SIC

OEP have shown considerable differences from
the SIC results. There, the fixed potential
total energy, which is supposed to be virtu-
ally the same as the self-consistent potential
result, shows a considerably larger anisotropy
energy than the result of the SIC calculations.
Moreover the fixed potential band energy en-
ergy largely deviates from the behavior of to-
tal energy. These facts indicate that the OEP
results are not reliable anymore for the calcu-
lation of the magnetic anisotropy. We are now
analysing the origin of this inconsistency.

The calculations are performed using sys-
tem B of the ISSP supercomputer systems and
KKR-Green’s function code (AkaiKKR).
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First-principles study on the defects in

semiconductors
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As the size of devices on integrated circuits
decreases, the behavior of dopant atoms make
relatively larger effect on the device perfor-
mance. Especially, it is very important to un-
derstand the unfavorable defects including the
dopant atoms. The experimental observations
on each defect is extremely difficult. One of the
major difficulties for detecting dopant config-
urations is the very weak signals from the de-
fects of very low concentration comparing to
those from the matrix semiconductors. How-
ever, recently, as a solution for the above prob-
lem, it is suggested to use powerful synchrotron
radiation facilities to measure the X-ray pho-
toelectron spectroscopy (XPS) signals of de-
fects. On the other hand, there have been few
reliable first-principles core-level XPS calcula-
tions for impurity defects in semiconductors,
because the local potential boundary condition
of defect model systems has not yet been suf-
ficiently evaluated. To obtain reliable shifts in
the XPS binding energy, it is necessary to take

a sufficiently large supercell for a defect.

To investigate the dependence of the sub-
strate semiconductors on the XPS binding en-
ergies, we carried out a comprehensive study
on the B 1s core-level XPS binding energies
for B defects in crystalline Si using a first-
principles calculation with careful evaluation
of the local potential boundary condition for

the model system. We adopted cubic super-

122

cell corresponding to 1000 Si atoms and also
considered the charged state and spin effect.
The code used in this study is xXTAPP, which
is a hybrid paralleled density functional theory
calculation program with plane-wave basis|[1].

It is found that, while the spin polariza-
tion does not make large effect on the forma-
tion and XPS binding energy of defects, the
charge state change those energies up to sev-
The electri-

cally active clusters without any postanneal-

eral tenth of eV in some cases.

ing of ion-implanted Si were identified as icosa-
hedral Bio clusters. The experimentally pro-
posed threefold coordinated B was also identi-
fied as (001)B-Si defects. For as-doped samples
prepared by plasma doping, it is proposed that
assuming that the XPS peak at 187.1 eV is
due to substitutional B, the experimental XPS
peaks at 187.9 and 186.7 eV in as-doped sam-
ples correspond to interstitial B at the H-site
and (001)B-Si defects, respectively.
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Ab-initio DFT Calculations of Photocatalyst Material
for Water Splitting
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Water splitting by photocatalyst under
visible light irradiation is investigated keenly to
reveal H, generation in practical use. Among
the photocatalyst material, LasTi,CuSsO;, and
LasTi,Cu;.xAQxS507,

which is  partially

substituted  constituent elements from Cu to
Ag, is one of candidate for photocatalyst of H,
generation [1]. LasTi,CuSsO; has superior

property  having  higher  onset-potential
compared with other materials when we used
them as cathodic material, and also it is indicate
to have one-dimensional conductive from
experimental results [1]. However, it has not
been clarified most of the material property yet,

such as electric structures. This year,

1.0 L

we focused on the assessment of band

structure,  especially its  crystal 0.5
orientation

La5Ti2CUS507.

dependence of

Our group already

Energy /eV

studied
La5Ti2CUS507 and

Density of States of

LasTi,AgSs0-
using DFT calculation [2], therefore, o
we calculated the band structures of
LasTi,Cu;xAgxSsO; (x= 0.08, 0.25,

0.5, 0.75), and assessed the correlation

between its composition and calculated band
gaps.

In this study, PW-DFT is used for all the
calculation, which is implemented in VASP
program. Structure of LasTi,CuSsO; is referred
from Inorganic Crystal Structure Database
(ICSD) [3], and [La5TiCuy«AgySsO;]s or
[LasTioCuy xAgxSs07]12 was used as unit cell.
DFT calculation is performed using PBE
functional, and under GGA-level. Kinetic-
energy cutoff was set to 300 eV, Monkhorst-
pack set 4x12x4,

Fig. 1 shows the band structures including

VBM and CBM of LasTi,CuSsO; in [100],

I Conduction band

I Valence band

e

Band gap: 1.28 eV

0.500) r
a-axis

0050
b-axis

Fig. 1: Band structure of LasTi,CuSsO-;
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obtained when [LasTi,Cu;.xAgxSsO7]s was used
as an unit-cell. It is suggested that gradient of
the band in [100] direction is flat compared
[010]

direction. Previous

(1]

LasTi,CuSs05 has one-dimensional conductive,

with that in

experimental  results indicated that

and our calculation results may have

comparable to experimental tendency. In
addition, band gap of LasTi,Cu;,AgxSs0; was
calculated and it is indicated that band gap of
LasTi,CupsAgosSsO; was smaller than that of

LasTi,CuSsO7 and LasTi,AgSsO7. This results
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is corresponds to the experimental results

which is studied using ultraviolet-visible

diffuse reflectance spectroscopy (DRS).
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Ab Initio Simulations of SiC Surface Reactions for Water
Splitting and High-temperature Oxidation.

Kenji TSURUTA, Kazuhiro SHINIKE, Keiichi MITANI, and Atsushi ISHIKAWA
Graduate School of Natural Science and Technology, Okayama University, Okayama 700-8530

SiC surface provides versatile fields for
catalytic reactions keeping the high chemical
stability as well as its controllability of carrier
injection as a wide-gap semiconductor. Using
first-principles simulations, we have studied
two types of reaction processes on SiC; H,
production in the water splitting reaction and
C-ring formation through high-temperature
oxidation. All simulations are performed by
using VASP, Vienna Ab-initio Simulation
Package.

We have performed ab-initio molecular-
dynamics (MD) simulations of H, production
processes on 3C-SiC [001] surfaces. We first
found that a Si-terminated (001) surface was
more reactive than an O-terminated one against
water adsorptions, and the reaction on the Si
terminated surface was proceeded through the
water dissociation as 2Si+H,O — Si-OH + Si-
H or Si+2H,0 — Si-OH + Hz0". For H;
generation, we estimated reaction barriers of
two reaction paths using Nudged Elastic Band
(NEB) algorithm; (i) reaction between
neighboring H atoms bonded to the Si’s on the
surface; (ii) reaction of H atoms between H;O"
molecule generated in the H,O dissociation and
Si-H.  We find the process (ii), so called
“Heyrovsky process”, has a lower barrier being
approximately 0.55eV, while it’s 2.4eV for the
process (i). The process (ii) was also observed
in the MD simulation at 900K (Fig. 1).

We have also investigated C-ring formation
on [0001] surface of 4H-SIiC via high-
temperature oxidation. The C-ring formation is
an incipient process of the graphene formation
observed by high-resolution TEM measurement
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[2] and is proceeded through the desorption of
Si atoms by oxidation on the SiC surface. We
thus estimated the desorption energy from the
energies required to remove Si atoms and create
SiO, in bulk. Figure 2 depicts the Si desorption
energy as a function of sequence of the removal
from the terrace (atomically flat surface) and a
[1120] step[3]. We find that after the reaction
reaches 7th removal, the process becomes
unstable expediting the desorption and, in turn,
the C-ring formation.

Fig. 1. Snapshots of surface reaction for (a)
before and (b) after H, production.

4
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Fig. 2: Si desorption energy
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Calculation of Fe compounds Magnetism

Shuji OBATA
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The electronic binding energies J; of 3d
electrons in Ni-Fe are induced from the tight
binding interactions of the directed magnetic
moments u; bounded by the Hunts rule. These
3d and 4s electrons construct the eigenstates in
externa field environments. The magnetization
processes are calculated by the Hamiltonian

[:[:Z‘Jg’ﬁi'ﬁj_'_zwj-'_zﬂf.H (1)
i<j i<j J

including magnetic dipole moment interactions
composed of spin magnetic fields

VVij :ﬁod;,{(,”i '”/)_3(.”5 'eij)(,”j eg)} . (2)

The third term is magnetization energy in the
external field H. Distance vector is set as d;=¢;d,;
between the dipole moments at i and ;.

Most of recent studies of the magnetizations
are calculated with the quantum coulomb spin-
spin interactions (Heisenberg model etc.)
without the magnetic spin-spin interactions.
However, one electron has the two fields as the
static Coulomb field and the dynamic Ampere
field. These fields are quantized with a Planck
constant 4. This Ampere field is called the Bohr
magneton with the moment ug caused by the
rotational motion of the spin. Thus, we must
consider these two electron fields for the
magnetization processes.

The well-known Hamiltonian excluding the
second term cannot represent the Hysteresis
magnetization curves in magnetic materials. The
hysteresis loss in the magnetization processes are
induced from the magnetic field energy, which do
not include the coulomb energy Jj;. In this study,
only the Hamiltonian composed of the second
and the third terms are caculated for only
clearing the hysteresis characteristics. The
domain structures, the magnetization curves
and the Barkhausen effects are investigated in
these calculations.

Calculation processes of the energy in Eq. (2)
require very much calculation resources,
because the precise results are not obtained in
restricted arias. The Barkhausen effects caused
by the magnetic dipole moment interactions in
FCC NizFe metal are cleared in thiswork. Using
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Fig.1. NisFe hysteresis curve of a
20x2x20 lattice point thin film.

the ISSP system, the Fortran programs of the
nano-NisFe magnetizations are executed by
about 500 line programing. The used times are
about 18 hours using PC cluster systems for
drawing the Fig.1.

The dipole moment freedom is tentatively
selected to 26 directions as not the energy
minimum." @ This limited condition may not
fit with the real system. However now, it is not
clear the existence of the quantized dipole
moment directions instead of electromagnetic
energy minimum states. The precise structures
at the jJump points of acirclein Fig. 2 are drawn
in Fig. 3. Crystal Fe takes the BCC structure with
the lattice constant ¢=2.86x10™"° [m] up to 911 °C
and have the dipole moments of 2nuqug per a
lattice. The constants are n,=2.22, permeability uq
and the Bohr magneton uz respectively.
Through these results, the processes of the
Barkhausen effects are clarified as the
transitions of the dipole-moment arrangements
in the magnetic domains.

1) S. Obata: Mater. Trans. 55 No 10 (2014) 1591-8.
2) S. Obata: IEEJ Trans. FM, 133 No 9 (2013) 489.
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A First-principles study on magneto-crystalline anisotropy of

ferromagnetic metal interfaces with spinel barrier
Yoshio MIURA

Kyoto Institute of Technology, Matsugasaki, Sakyo-ku, Kyoto 606-8585

In spintronics devices, required performance
in magnetic tunnel junctions (MTJs) are a high
tunneling magnetoresistance (TMR) ratio over
300% at 300K, low writing energy less than
11J/bit, and large thermal stability factor at room
temperature. To this end, required properties for

spintronic materials are the high spin

polarization with low resistance, large

perpendicular magnetic anisotropy with small
magnetic damping constant o and a small

saturation magnetization with large Curie

temperature. Electric filed dependence of

magneto-crystalline anisotropy of ferromagnetic
materials is one of the crucial issue in the

spintronics  application, because of the

suppression of energy consumption in the
Control of

magnetization reversal.

magnetization reversal by voltage has been
demonstrated in MgO-based magnetic tunnel
junctions (MTlJs), where the perpendicular
magnetic anisotropies (PMA) of bcc-Fe
interface had been changed, corresponding to
the rate of 144fJ/Vm for the PMA enhancement
[1]. Furthermore, the voltage control of the
magnetic damping constant a of FM layer is also
important in order to control the magnetization
reversal with small energy consumption. Recent
experiments show that the magnetic damping
constant of thin CoFeB in

o layer
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CoFeB/MgO/CoFeB MTJs strongly depends on
the applied electric field when the CoFeB layer
is less than 1.4nm[2].

In this study, we theoretically investigate the
electric field (EF) modulation of magnetic
damping constant of thin Fe-layer using the first-
principles calculations. We calculated the
magnetic damping constant of free-standing thin
Fe-layer on the basis of the torque correlation
model proposed by Kambersky[3] using the
wave-function obtained by the first-principles
calculations. We found that the magnetic
damping constant o of free-standing thin Fe-
layer increases with increasing the applied
positive EF (Increase of electron accumulation
at surface), which is opposite electric filed
dependence as compared with the magneto-
crystalline anisotropy, corresponding to 7% of
damping constant o can be changed by
EF=1[V/nm]. Furthermore, we found that EF
dependence of magnetic damping of Fe surface
can be attributed to the spin-conservation term
of torque operator.
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Search for new electronic properties
of new nanoscale interfaces
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In 2015 we studied IV-VI monolayers on
alkaline-earth chalcogenide surfaces.

It is theoretically proposed that IV-VI
monolayers are topological crystalline insula-
tors (TCIs) in two dimensions (2D). Electronic
states of insulators are classified according to
topological numbers defined by point group
symmetries of crystals. The first realistic ma-
terials of TCI are SnTe and its alloy with
Pb. They are three-dimensional materials. Re-
cently 2D materials of TCI are theoretically
predicted, and their new applications were pro-
posed [1]. However, they have not been mate-
rialized experimentally. We theoretically stud-
ied electronic states of 2D TCI thin films.

In 2014 we studied SnTe and PbTe mono-
layers as candidates of 2D TCIs [2]. Theoret-
ical calculations show that isolated SnTe and
PbTe monolayers are TCIs. However, planar
structures of the monolayers are unstable, and
TCI states are lost in buckled structures. For
maintaining the planar structures of the mono-
layers we consider systems of the monolayers
sandwiched between two alkali halide surfaces.
We optimized atomic structures of the sys-
tems, and found that the planar structure of
the monolayer maintains in SnTe monolayers
sandwiched between NaBr surfaces. The elec-
tronic states of this system is TCI.

A problem is that the distorted-NaCl struc-
ture is energetically favorable than the single-
layer structure for isolated IV-VI monolayers.
The distorted-NaCl structure is formed by two
single-layer structures. Total-energy calcula-
tions show that the interaction between a Sn'Te
monolayer and a NaBr surface is weaker than
that between SnTe monolayers. As a candi-
date of forming single-layer IV-VI monolayers
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Table 1: Calculated results.

a(A) Aa (%) AFE (eV)
SnTe-NaBr 5.97324 —1.6 —0.463
SnTe-CaS 5.6903 —6.3 —0.380
SnTe-CaSe 5.91 —2.6 —0.152
SnTe-SrS 6.0198 -0.8 0.031
SnTe-SrSe 6.23 2.6 0.182
SnTe-CaTe  6.345 4.5 0.212
SnTe-BaS 6.3875 5.2 0.187

on surfaces we consider alkaline-earth chalco-
genide surfaces. The reason is that alkaline-
earth chalcogenides are divalent ionic com-
pounds, and the interaction with IV-VI mono-
layers is expected stronger.

We computed total energy of IV-VI mono-
layers on various alkaline-earth chalcogenide
surfaces. Some results for SnTe monolayers are
listed in Table 1 as an example. a is the lattice
constant of substrates. Aa is the difference of
lattice constants between substrates and SnTe
monolayers where the lattice constant of Sn'Te
monolayers is 6.070 A. AFE is the difference
of total energy per 1 x 1 2D unit cell be-
tween single-layer and double-layer structures
of SnTe monolayers on substrates. Positive
AFE means that single-layer monolayers are fa-
vorable. This result suggests that single-layer
monolayers may stably exist on some alkaline-
earth chalcogenide substrates. Similar results
are obtained for other IV-VI monolayers.
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Recently, Iwata et al. found out the crys-
tallographic coalescence of silicon (Si) clusters
into a bce superlattice structure with a lattice
constant of 2.134 nm by direct deposition of
a Si cluster beam on a graphene substrate[1].
The Si cluster superlattice have sp® structures
in both the inside and the boundary of Si
clusters. The size of the Si clusters compos-
ing the Si cluster superlattice and the elec-
tronic structure are unknown yet. Therefore,
we have studied the crystal structure and the
electronic structure of the silicon cluster su-
perlattice using OpenMX|2] and obtained two
suitable model structures constructed by Sisiy
The
lattice constants of the Sis;; and Sigss cluster

and Sigss clusters as shown in Fig.1[3].

superlattices are 2.167 and 2.133 nm, respec-
tively, and are in good agreement with the ex-
perimental value, 2.134nm.

Figure 1: (a) Sig;; and (b) Sigss cluster super-
lattices in the conventional bce unit cells.

This year, we have performed ab initio cal-
culation of the electron energy-loss spectra
(EELS) of those Si cluster superlattices using
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QMAS code[4] on the ISSP supercomputer sys-
tem B and the results are shown in Fig.2. The
EELS of the Sis11 cluster superlattice is more
similar spectrum to that of the actual superlat-
tice than that of the Sisgs cluster superlattice.

Figure 2: Si La 3 electron energy-loss spectra.

References

[1] Y. Iwata, K. Tomita, T. Uchida, and H.
Matsuhata, Cryst. Growth Des. 15 (2015)
2119.

[2] T. Ozaki et al., http://www.openmx-
square.org/

[3] Y. Iwata, N. Orita, T. Uchida, and
H. Matsuhata, Proc. Advanced Materials
World Congress 2015, Chapter 10, p. 5.

[4] S. Ishibashi et al., http://qmas.org/



Activity Report 2015 / Supercomputer Center, Institute for Solid State Physics, The University of Tokyo

Trapping of hydrogen isotopes in tungsten vacancy
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Tungsten (W) and its alloys are plausible
candidates for plasma facing materials (PFMs)
in fusion reactors due to their excellent
properties, e.g. high melting point and low
hydrogen solubility etc. However, a large
amount of hydrogen isotopes (H, D, T) is
retained in W specimens at lattice defects
nucleated in irradiation circumstance. In
particular, T inventory in W materials is an
important issue for the safety of fusion reactors
because T is a radioisotope whose half-life is
about 12 years.

In the present study, the amounts of H
isotopes trapped at monovacancies in the W
materials are calculated in a thermodynamic
model. Binding energies are estimated in terms
of first-principle calculations on the basis of

density functional theory. The isotope effect is

Fig. 1: Binding energy of each H isotope.
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derived from the difference of the zero-point
energy of each H isotope.

The binding energies of H isotopes to a W
monovacancy are shown in Fig. 1 as a function
of the number of H isotopes. A maximum of 12
H atoms are accommodated in a vacancy. An
important result is that the lighter H isotopes
have the larger binding energies. H isotope
retentions are shown in Fig. 2. In the present
study, we assume that coexistence of two types
of H isotopes, H and D or D and T, because the
W materials will be exposed to the high fluxes
of D and T particles in actual fusion reactors.
The initial H isotope concentrations, (Cy, Cp,
Cr) are assumed to be 5x10° and vacancy
concentration is 10°. The lighter H isotopes are
more trapped in the W vacancy than the heavier

ones by reflecting the binding energies.

Fig. 2: H isotope retentions in W vacancy.
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First principles calculations on electronic structures,

magnetism, and electric field effects in

transition-metal films and organometallic complexes

Kohji NAKAMURA
Department of Physics Engineering, Mie University
Tsu, Mie 514-8507

Symmetric and asymmetric exchange stiff-
nesses in transition-metal thin films — Con-
trolling and designing spin-texture, which may
be characterized by symmetric and asymmet-
ric exchange stiffness, in transition-metal thin
films have received much attention in fun-
damental and applied physics. Here, from
first-principles calculations by using the full-
potential linearized augmented plane wave
(FLAPW) method, the exchange stiffnesses in
a prototypical transition-metal thin films with
perpendicular magnetic easy axis, a Co mono-
layer on Pt(111), were calculated. The forma-
tion energy as a function of the wave vector
of the spin spirals, relative to that of the fer-
romagnetic state, were calculated. When the
spin-orbit coupling is introduced, an asymme-
try in the formation energy with respect to the
spiral wave vector, so-called Dzyaloshinskii-
Moriya interaction, appears. By fitting a liner
curve in ¢ and ¢, the symmetric and asymmet-
ric exchange stiffnesses were estimated to be
169.9 meVnm? and 6.5 meVnm, respectively.

Electron configurations in organic-metal com-
plexes — In organometallic molecules, effec-
tive on-site Coulomb inter-actions (U.g) and
electron configurations of d electrons are es-
sential aspects in magnetic properties but it
is often difficult to analyze it. Here, by us-
ing FLAPW method based on the constraint
density functional theory, we systematically in-
vestigated for prototypical molecules of metal-
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locenes, TMCps (TM=Cr, Mn, Fe, Co, Ni).[1]
Moreover, using non-empirical values of Uz
determined from the linear response theory,
the predicted electron configurations are in
agreement with the experiments; the 3Ezg,
GAlg, 1A19, 2E19, and 3A29 states for the
CrCpo, MnCpsy, FeCpo, CoCps, and NiCpsg, re-
spectively.

Carrier tuning in transition-metal dichalco-
genides by external fields — Two-dimensional
thin films with no inversion symmetry have
considerable attention due to their unique elec-
tronic, magnetic and optical properties. Here,
spin-valley band structure and hole carriers in
a prototypical transition-metal dichalcogenide
monolayer of MoSs in external electric and
magnetic (Zeeman) fields were systematically
investigated by using FLAPW method. The
calculated results predict that a negative elec-
tric field excites linearly the hole carriers while
the spin-valleys are attainable even in the high
field of more than -10 V/nm. With a magnetic
field, further, an imbalance in the number of
the hole carriers in the opposite spin states can
be introduced so as to tailor the hole carriers
with a spin-polarization.
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Exploring of low-dimensional honeycomb materials
consisting of heavy elements
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The discovery of one-atom thick
carbon honeycomb sheet, graphene, has
triggered the competition to form exotic
honeycomb materials and to uncover
their hidden properties. Two-dimensional
(2D) honeycomb sheets consisting of Bi,
Si, Ge and Sn atoms have gathered lots of
attention.  Theoretically, these 2D
materials are promising candidates of 2D
topological insulator because these
materials have an energy gap at the Dirac
point due to the spin-orbit interaction [1,
2].

Recently, we have investigated the
geometric and electronic structures of Bi
thin films grown on Si(111) and Au(111)
substrates mainly by wusing scanning
tunneling microscopy and spectroscopy
(STM/STS). We found that the Bi thin
films have two types of step edges; One
shows a regular step edge and the other
exhibits a reconstruction. Interestingly,
the latter edge hosts a localized 1D
electronic state [3]. In order to reveal the
origin of the electronic state, we carried
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out density functional
calculations.

The DFT calculations were carried out
by the plane-wave-based Vienna Ab
initio Simulation Package (VASP) [4, 5]
with the projected augmented wave
method [6]. We calculated the total
energy and the electronic band structure
for various structure models. Each model
consists of 8 layers of Bi and a vacuum of
18 A thick along the surface normal. The
Bi layer consists of 2x10 lattices. Both
surface layers possess the edges. The
structure models we calculated did not
reproduce the experimental results, but
we will continue the DFT analysis.

theory (DFT)
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Geometric and electronic structures of magnetic molecules at
solid surfaces
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Metal phthalocyanines (MPcs) and their
derivatives have gathered considerable
attention because they exhibit unique
properties [1-3]. Among them, MnPc,
FePc and CoPc are typical magnetic
molecules and the adsorption of these
molecules on solid surfaces have been
intensively studied. Recently, we have
investigated the magnetism of FePc on
noble metal surfaces by using scanning

tunneling microscopy/spectroscopy
(STM/STS) and magnetic circular
dichroism. The in-plane  magnetic

anisotropy (MA) of the bulk FePc
changes to out-of-plane MA upon the
adsorption on Cu(110) covered with a
one-atom thick oxide layer [4] while the
in-plane MA survives on Au(111) [5] and
for FePc in the second layer on Ag(110).

In order to understand systematically
the magnetic anisotropy of FePc and how
the molecule-surface coupling impacts to
the MA, we developed a theoretical
approach. In this approach, we describe
the electronic ground state as a linear
combination of °E, and *By, states. We
calculated the eigenstates and
eigenvalues by diagonalizing the
molecular Hamiltonian with the linear
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combination. The molecular Hamiltonian
includes the crystal field potential and the
spin-orbit interaction at the Fe®* ion. We
used the deformations of molecular
orbitals from the 3d atomic orbitals and
the energy difference between the 3Eg and
By, states. The deformations were
evaluated by density functional theory
(DFT) calculations. The DFT calculations
were carried out by the plane-wave-based
Vienna Ab initio Simulation Package
(VASP) [6, 7] with the projected
augmented wave method [8]. We found
that the magnetism and MA of bulk FePc
and the influence of the adsorption on
solid surfaces can be understood
reasonably with this approach.
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1. Background

NHj3 is synthesized from N, and H, with an
Fe-based double promoted catalyst for over 100
years[1]. In 21st century, it has been reported
that Ru-loaded [CazsAl,5064]* (60"
(Ru/C12A7:e) works as an efficient catalyst for
NH;3 synthesis[2] and characters of C12A7
surfaces are interested in. In this report, the
forms of C12A7 surfaces are predicted and a
work function of a C12A7:e- surface is derived

by computation.

2. Method

All calculations were taken by Vienna Ab-
initio Simulation Package (VASP)[3] with
Projector Augmented Wave (PAW) method[4].
Perdew-Burke-Ernzerhof (PBE) functional[5]
was adopted for exchange-correlation energy.

2.1 C12A7 surfaces identification

The forms of stoichiometric C12A7 surfaces
should show several morphologies. Surfaces
were formed by rupturing C12A7 crystal
following to Sushko’s work [6] in computation.
A process of increasing lattice constant ¢ and a
process of structural

optimization  were

repeated by turns.
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2.2 Work function

A work function of C12A7:e" surface was
derived from local potential distribution of a
slab model optimized after self consistent
calculations. The size of model is 1 X1X3

crystal with a vacuum region of 7.193 nm.

Fig. 1: Stoichiometric C12A7 model after
rupturing process. Green, blue and red symbols

represent Ca, Al and O ions, respectively.

3. Results

Figure 1 shows the ruptured C12A7 model.
Obtained two surfaces have different forms. In
the lower part, a nearly flat surface exists in the

left and a rough surface exists in the right as
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literature [6]. On the other hand, both surfaces
are rough in the upper view. Al-centered

tetrahedrons also remain in ruptured surfaces.
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Fig. 2: Density of states of C12A7:e" bulk
(upper) and slab (lower) models. A peak of

core-like state lies at -23.0 eV and is defined as

the standard.

Figure 2 shows density of states of
C12A7:¢ bulk and slab models. Since the
Fermi level (Ef) of slab model does not
correspond to that of bulk model, a core-like
state of each is needed to be commonized to
regard the Eg of bulk as real Eg. In Fig. 2, the
Er of bulk is 0.3 eV higher than that of slab.
Considering Eg correction, the electronic
potential distribution is plotted in Fig. 3. The
periodic region in the left is the crystal and the
constant region in the right is the vacuum. The
work function of C12A7:e(001) surface was
derived as 3.201(2) eV from the constant value

of the vacuum region.

4. Conclusions
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The form of C12A7 surfaces are predicted
as two patterns. Besides, a work function of
conducting C12A7:e" was derived as 3.201(2)

eV by computation.
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Fig. 3. Electronic potential distribution of
C12A7:e(001) slab model. The horizontal axis
is a coordinate perpendicular to the surface.
The constant region in the right corresponds to

the vacuum region.
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Calcium cobalt oxide (CasC0409: CCO) is
known to exhibit excellent thermolelectric
property mostly owing to its high Seebeck
coefficient [1]. CCO has incommensurate
layered misfit structure alternative stacking of
CoO; and CayCoOs layers (Fig.1) [2]. In
particular, electronic state modulation of Co in
the CoO2 layer is believed to be a key factor to
obtain the high Seebeck coefficient. Thus, in
order to understand the electronic structure of
CCO, first-principles calculations were carried
out in this study.

LSDA (local spin density approximation)
calculations were carried out using the VASP
code [4], where the effect of on-site Coulomb
potential (U) was taken into account.

Figures 2 shows partial density of states
(PDOS) of two particular Co sites in the CoO>
layer for example. It is found that eighth and
tenth Co sites from the left exhibit the magnetic
moment of ~ 1.8 ug and slightly higher formal
valence state from the others. Correspondingly,
up-spin and down-spin PDOS is asymmetric
with higher population in the energy range of 0
~ 3 eV (Fig. 2(a)). Asymmetric PDOS but with
smaller pug and is observed for the fourth,
seventh, eleventh, and fourteenth Co from the
left. On the other hand, in the case of other Co
sites, symmetric PDOS and no magnetic
moment is observed (Fig. 2(b)). It is thus
considered that electronic structure of Co
modulates in the CoO- layer.
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Fig. 1: Crystal structure of CCO. The figure
is illustrated using VESTA [3]. The crystal
structure is viewed along a-axis. Dark blue,
light blue, and red circles represent Co, Ca,
and O, respectively.

Fig. 2 PDOS of Co in the CoO; layer.
Those of (a) eighth, (b) first Co site from
the left.
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Demand has been increasing for highly
durable molds of heat-resistant materials for the
fabrication of complex and precise optical
components with high aspect ratio. Diamond is
the only ideal cutting tool material for high
efficient metal of

ultraprecision cutting

complex three-dimensional metal works.
However, it is well known that diamond cutting
tool shows severe wear in cutting of heat-
resistant materials such as steel. Preliminary
ab-initio molecular orbital calculation by the
authors showed that the essential mechanism of
severe wear in cutting of steel is the
dissociation of carbon atoms on diamond
surface due to the chemical interaction with
iron atoms in workpiece [1]. Therefore, to
avoid chemical reactions between the carbon
atoms of diamond and iron, modifying some
chemical composition into steel for establishing
a chemical bond between the iron atom and
some other additional elements into iron is an
effective method to suppress the tool wear.
Nitrogen and carbon are the possible elements
convenient for the purpose because they can
easily diffuse into iron.

In this study, to understand the mechanisms
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of the initial stages of wear process of diamond
cutting tool in machining of steel and effect of
chemical modification of carbon and nitrogen,
ab initio molecular dynamics calculations of
chemical reaction on diamond surface in
contact with Fe, Fe-C and Fe-N surfaces were
carried out using double-grid method for real-
space electronic-structure calculations
developed by Professor T. Ono of University of
Tsukuba [2].

At first step, the optimized atomic
configuration of a CioH14 cluster was analyzed
as the model of diamond (100) surface. And the
thin Fe plate was analyzed as the models of Fe
(100) surface. The dimensions of the plate, x X
is lattice

yXz, was 2axXZ2aXa, where a

constant of Fe. The model has periodic
boundaries in x and y directions and aperiodic
boundary in z direction. Both models were
successfully calculated.
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First-Principles Momentum Dependent Local Ansatz

Theory and Its Application to Fe Compounds

Yoshiro KAKEHASHI and Sumal CHANDRA

Department of Physics and Farth Sciences, Faculty of Science, University of the Ryukyus,

1 Senbaru, Nishihara, Okinawa, 903-0213, Japan

Although the band theory based on the den-
sity functional theory (DFT) is well-known to
describe the properties of many metals and
insulators, quantitative aspects of the theory
become worse with increasing Coulomb inter-
action strength as found in e-Fe, Fe-pnictides,
cuprates, as well as heavyfermion system. We
need alternative approaches to quantitative de-
scription of correlated electrons. We have de-
veloped the first-principles momentum depen-
dent local ansatz (MLA) wavefunction the-
ory on the basis of the tight-binding LDA+U
Hamiltonian in order to describe the ground-
state properties of correlated electrons quanti-
tatively [1].

Introducing the three kinds of momentum
dependent operators (,i.e., the intra-orbital
~(0)

correlator O,/ .,

charge correlator O

the inter-orbital charge-

(v
znlmQ’)’
spin-spin correlator Ogmm,), we construct the

first-principles MLA wavefunction |Uy,a) as

|UnLa) = [H (1 - Zéz(gz)m

- ZO&BW— > 00 )]1e).(1)

m>m/ m>m/

and the inter-orbital

The MLA takes into account all the two-
particle excited states with the momentum-
dependent amplitudes, so that it describes ex-
actly the weak interaction limit, and describe
well correlated electrons from the weak to
strong Coulomb interaction regime.

In the implementation of the first-principles
MLA, we first perform the Hartree-Fock band
calculations for the LDA+U Hamiltonian. Us-
ing the energy eigenvalues and eigenvectors,
we solve the self-consistent equations for the
momentum-dependent variational parameters,
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correlation energy, and the Fermi level.

We performed the numerical calculations for
the paramagnetic bee Fe. Calculated Hund’s
rule correlation energy is found to be Aeyg ~
3000 K, which explains the difference in mag-
netic energy between the LDA (5000K) and
the DMFT, i.e., DCPA (2000K). Calculated
amplitude of local moment (S?) = 2.58 is in
good agreement with the experimental value
2.56. We also found that the momentum dis-
tribution function bands along high-symmetry
lines show a large deviation from the Fermi-
Dirac function as shown in Fig. 1. Calculated
mass enhancement factor 1.65 shows a good
agreement with recent DMFT result 1.58 at fi-
nite temperatures as well as the experimental
result 1.7 obtained by the ARPES.
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Figure 1: Momentum distribution functions
along high-symmetry lines for bee Fe
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Electronic State and Proximity Effects around

Interface in Layered Superlattices

Kunitomo HIRAI
Department of Physics, Nara Medical University
Kashihara, Nara 634-8521

The purpose of the present research is to elu-
cidate characteristics of electronic state in su-
perlattices with layered structures, in particu-
lar, to illustrate proximity effects of each layer
on adjacent layers in the superlattices. This
research of a first-principles electronic struc-
ture calculation is performed by means of the
Korringa-Kohn-Rostoker (KKR) Green func-
tion method within the framework of the local
spin density (LSD) functional formalism.

The calculation by means of the KKR
method was so far carried out for superlat-
tices of ferromagnetic layers with nonmagnetic
spacer layers such as Fe/Cr, Fe/V, Fe/Cu, ...
ones, with magnetizations of two successive
Fe layers being aligned parallel or antiparal-
lel. Oscillatory interlayer exchange coupling
between ferromagnetic layers with respect to
spacer thickness was investigated, and rela-
tion between bulk effects inherent in the spacer
layer and the proximity effects due to the ferro-
magnetic layers was analyzed. In the calcula-
tion, every atom in a monolayer stacked in the
superlattices is assumed to be equivalent, and
there is one site in each monolayer. This as-
sumption can be justified for the superlattices
with ideal interfaces without structure, but not
for those with realistic interfaces with struc-
tures like steps, islands, or such, and hence
there are two or more sites in each monolayer
for the superlattices with realistic interfaces.

A need of the calculation for superlattices
with more sites in each monolayer arises also
for layered superlattices of ordered alloys or
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compounds, which now attract broad interests
We
then start preparation of the calculation for

particularly in viewpoint of spintronics.

superlattices with more sites in each mono-
layer, which results in increase of the number of
atoms in a unit cell and involves vast increase
of computation times. In the preparation of
the calculation, installation of parallelization
with use of the OpenMP into program codes
of the KKR methods is intended, together with
parallelization with use of the MPI which was
already achieved, that is, installation of hybrid
parallelization is intended.

The installation of the OpenMP is in
progress and will be achieved, and then the
proximity effects in the superlattices with re-
alistic interfaces will be investigated to eluci-
date the roles of the interfaces in the superlat-
tices. The calculation will be carried out for
Fe superlattices with steps, and magnetic frus-
tration caused by the steps is investigated, in
particular reference to possible mechanism of
increase of total magnetization of the Fe lay-
ers, where fcc(001) or fec(111) superlattices are
considered together with usual bee(001) ones
and difference between those superlattices is to
be analyzed. In addition, the calculation will
be carried out for layered superlattices of or-
dered alloys, such as fcc(001) superlattices con-
sisting of Fe and FePt layers, in particular ref-
erence to ferromagnetic or antiferromagnetic
coupling between layers and within a mono-
layer.
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Theory of magnetic alloys with octahedral frustration

Takashi UCHIDA
Hokkaido University of Science
4-1, 7-15, Maeda, Teine-ku, Sapporo 006-8585

Magnetic alloys with octahedral frustration
such as Mn3X (X=Pt, Rh, Ir) and Mn3AN
(A=Ga, Zn) have attracted attention because
the competing and frustrated interactions in
these systems give rise to temperature-driven
magnetic phase transitions that accompany a
peculiar magnetic structure (MnsPt) or a large
magnetovolume effects (Mn3AN). Recently, we
have applied the first-principles molecular spin
dynamics (MSD) method to MnsX (X=Pt,
Rh, Ir) and explained the magnetic phase tran-
sitions in terms of the temperature dependence
Although the
obtained results are reasonable and consistent

of the electronic structure [1].

with experiment, they did not reproduce the
details of the electronic structure because of
using a small number of recursion levels in
the local electronic structure calculations by
the recursion method. In the present research,
we have revised the calculation scheme of the
MSD allowing for a large number of recursion
levels in the recursion calculations. To test this
scheme, we have calculated the electronic and
magnetic structures of Mn3X (X=Pt, Rh, Ir).

The MSD theory is formulated by incorpo-
rating the first-principles TB-LMTO Hamil-
tonian into the MSD approach for itinerant
magnets on the basis of the functional integral
method and the isothermal MSD technique [1].
The MSD approach allows us to determine au-
tomatically the magnetic structure of a large
system with several hundred atoms in a unit
cell at finite temperatures. In the present MSD
analysis, we solved the isothermal MSD equa-
tions of motion by using site-dependent effec-
tive medium in order to treat the magnetic
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phase transition correctly. We used the recur-
sion method to calculate the local electronic
structure in determining the site-dependent ef-
fective medium and in calculating magnetic
forces at each time step of the MSD equations
of motion. Because the time-consuming re-
cursion process consists of parallelizable loop
calculations, we utilized the MPI parallel cal-
culation scheme in the recursion calculation.
In the calculations of the site-dependent ef-
fective medium, we embed the supercell with
4 x 4 x 4 fcc lattice in a large cluster consisting
of 5 x 5 x 5 supercells, each of which are con-
nected by the periodic boundary condition. By
virtue of using the large cluster, we were able
to calculate the local electronic structure up to
recursion levels (7,9,19) for s, p, and d orbitals.

The calculated the d-electron densities of
states (DOS) of Mn3X (X=Pt, Rh, Ir) have a
double-peak structure similar to those [1] ob-
tained by the ground-state TB-LMTO calcula-
tions. With increasing temperature from 25 K,
the Mn-Eg DOS of Mn3zPt at the Fermi energy,
which is located between the double peak, in-
creases around 350 K, while those of Mn3sRh
and Mnslr do not show appreciable increase.
The results are consistent with the phase tran-
sitions of Mn3X (X=Pt, Rh, Ir) [2].
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Numerical Studies on Low-Energy Effective Models

for Thin Films of Cuprates

by High-Precision Variational Wave Functions

Takahiro Misawa and Masatoshi Imada

Department of Applied Physics, University of Tokyo
Hongo 7-3-1, Bunkyo-ku, Tokyo 113-8656

Recently, in thin films or interfaces of high-
T. superconductors, many exotic phenomena
have been found. For example, in recent exper-
iments on interfaces of a cuprate superconduc-
tor, LagCuOy4/Lag_,Sr,CuOy [1], unexpected
pinning of the T, ~ 42K has been found by
systematically changing the doping rates of the
metallic phase Las_,Sr, CuOy4 between x = 0.2
and 0.5.
trast with the bulk system where the dome

This behavior is in marked con-

structures of T, are established. The discov-
ery has renewed interest in intrinsic nature of
the purely two-dimensional CuQOs plane, be-
cause the superconductivity was shown to oc-
cur sharply at a single atomic layer located at
the interface.

In this project, to clarify microscopic origin
of unconventional pinning of critical tempera-
tures of superconductivities observed at the in-
terfaces of LagCuOy/Lag_,Sr, CuOy, we study
multi-layer Hubbard model as a realistic model
for interfaces of the cuprates, which is defined
by

H=—t Z (cjwcjo,, +h.c.)

<Z'7j>7o-7’/
—t, Z (CIU,,Cwu’ + h.c.)
i7U’<V7V/>
+ Uznnnu — Z EvNiy, (1)
i,V w

where ¢! (Cive) is the creation (annihilation)

o
operator of an electron at ¢th site on the vth

layer with spin ¢ and n;,, = cl Civo 18 the

wo
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corresponding number operator. For simplic-
ity, we consider only the nearest-neighbor pair
for the intra-layer transfer t. For the inter-
layer transfer we take t, = —0.05¢ and the
onsite Coulomb interaction is set to U = 8t
as realistic values for the cuprates. The layer-
dependent onsite hole level is represented by
€,, which simulates the effects of the inter-
layer diffusion and exchange between La and
Sr atoms around the interfaces [2].

For the multi-layer Hubbard model, we have
performed high-accuracy many-variable varia-
tional Monte Carlo (mVMC) [3-4] calculations.
The mVMC method is capable of describing
quantum and spatial fluctuations allowing for
an accurate estimate of the superconducting
stability among competing orders present in
strongly correlated systems.

As a result, we have found that carrier
densities and superconducting correlations are
pinned at the interfaces of the multi-layer Hub-
bard model in essential agreement with the ex-
We have shown that the
pinning emerges as a result of the inter-layer

perimental results.

phase separation. Our result supports that the
phase separation and associated enhanced uni-
form charge fluctuations hold the key to the
understanding of the superconductivity in the
cuprate superconductors.
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Theoretical study of novel physics by synergy between
electron correlation and spin-orbit coupling

Yukitoshi MOTOME
Department of Applied Physics,
The University of Tokyo, Bunkyo, Tokyo 277-8581

We have theoretically studied the interplay
between charge, spin, and orbital degrees of
freedom through strong electron correlations
and spin-orbit coupling. This year, we focused
on the following three topics. We summarize
the main achievements for each topic below.

(i) Spin dynamics and phase transitions in
Kitaev quantum spin liquids: In some transition
metal compounds, such as iridates and rhodates,
the interplay between strong electron
correlations and spin-orbit coupling brings
about an anisotropic, bond-dependent exchange
interaction in the Mott insulating state. The
peculiar interaction is described by the so-
called honeycomb Kitaev model, which has
been extensively studied as it provides an exact
spin liquid ground state. For clarifying
fundamental physics related to the Kitaev
model, we have studied the spin dynamics
associated with the quantum spin liquid nature.
Using the quantum Monte Carlo method and
the cluster dynamical mean-field theory, we
have calculated the magnetic susceptibility,
dynamical spin structure factor, NMR
relaxation rate T, [1], and Raman scattering
[2]. The results the

spectrum provide
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fingerprints of fractionalization of quantum
spins into Majorana fermions. We have also
studied the phase transitions from the quantum
spin liquid to a long-range ordered state by
adding the Ising interaction to the toric code in
2D and 3D (the 2D toric code is the anisotropic
limit of the Kitaev model, and the 3D one is its
extension to the higher dimension). We found
that the system exhibits a peculiar bicritical
phase diagram in 3D, while a quantum
criticality in 2D [3]. We also published two
review articles on the related topics [4,5].

(i) Noncoplanar spin configurations with
chiral stripes in spin-charge coupled systems:
Noncoplanar spin textures, such as skyrmions,
have attracted much attention, as they lead to
unconventional transport phenomena through
the spin Berry phase mechanism. We have
investigated the possibility of new noncoplanar
spin textures in itinerant magnets. Employing
the Kondo lattice model with classical localized
spins, we discovered two different types of
noncoplanar spin textures. One is a double-Q
state with scalar chirality stripes [5]. This
finding has been validated by combination of

large-scale numerical simulations, variational
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approach, and perturbative expansion. In this
noncoplanar state, the chiral stripe gives rise to
peculiar alternative helical currents along the
stripes. The other is a multiple-Q state
composed of a superposition of collinear up-up-
down-down states [6]. Taking examples on the
square and triangular lattices, we have showed
that the multiple-Q states lead to topologically
nontrivial states, such as the massless Dirac
semimetals and Chern insulators.

(iii) Charge-spin-orbital fluctuations in mixed
valence spinels: Mixed valence spinels provide
a good playground for the interplay between
charge, spin, and orbital degrees of freedom in
strongly correlated electrons on a geometrically
frustrated lattice. Among them, AIV,0, and
LiV,0, exhibit

contrasting and puzzling

behavior:  self-organization of seven-site
clusters and heavy fermion behavior. We have
performed a comparative study of charge-spin-
orbital fluctuations in these two compounds, on
the basis of the multiband Hubbard models
constructed from the ab initio band calculations
[7]. Performing the eigenmode analysis of the
generalized susceptibility within the random

phase approximation, we have found that, in
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AlV;,0,, the relevant fluctuation appears in the
charge sector in o-bonding type orbitals. In
contrast, in  LiV,04  optical-type spin
fluctuations in the a4 orbital are enhanced at an
number at low

incommensurate  wave

temperature.
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Analysis of an effective model with valence skipping

effect using dynamical mean field theory

Akihisa Koga
Department of Physics, Tokyo Institute of Technology
Ookayama, Meguro, Tokyo 152-8551

Colossal negative thermal expansion in the
nickel oxide BiNiOg is recently found [1].
This phenomenon is considered to originate
from the “valence skipping” nature of Bi ions
and strong electron correlations intrinsic in
Ni ions. Due to the valence slipping effect,
at low temperature, the material is the in-
sulator showing the characteristic valence as
Bij tBid tNi2T 0.

changes to Bi**Ni** O3, which is accompanied

By applying pressure, it

by a discontinuous volume shrinkage. In or-
der to clarify the relation between the thermal
expansion and valence skipping nature, an ef-
fective model with Coulomb interactions was
analyzed by Hartree-Fock approximation [2].

In the present study, we address the Hub-
bard model, where the valence skipping nature
in Bi ions and orbital degeneracy in Ni ions are
taken into account. The schematic picture of
this model is presented in Fig. 1. By applying
dynamical mean-field theory and the contin-
uous quantum Monte Carlo simulation to the
model, we systematically examine the effect of
the electron correlation in this model. In the
Monte Carlo simulation, we use the ALPS li-
brary preinstalled in System B of the ISSP su-
percomputer system [3]. This library provides
us with efficient parallelization in the Monte
Carlo sampling.

Using the above technique, we newly find
ferromagnetic and antiferro-orbital ordered
phases due to the existence of the orbital de-
generacy [4], in addition to charge ordered and
antiferromagnetic phases discussed in the pre-
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Figure 1: Schematic picture of the Hubbard
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model that we addressed.

The states that we find are
stabilized in the case with the strong Coulomb

vious study [2].

interaction. We expect that the ferromagnetic
and orbital ordered states could be experimen-
tally observed at low temperatures.
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Photoinduced phase transitions in strongly

correlated superconductors

Hideo AOKI
Department of Physics, University of Tokyo
Hongo, Tokyo 113-0033

FLEX+DMFT approach to the d-wave
superconductivity[1]

The two-dimensional repulsive Hubbard
model still harbours fundamental questions,
among which is how the “Tc dome” in the
phase diagram against the band filling can
be understood. We have combined the dy-
namical mean field theory (DMFT) with the
fluctuation exchange approximation (FLEX)
to investigate strongly correlated systems, es-
pecially to obtain a phase diagram for d-
The DMFT+FLEX
method, which can also be viewed as a pro-

wave superconductors[1].

posal for a new Luttinger-Ward functional,
incorporates the momentum-dependent pair-
ing interaction treated in FLEX into DMFT
which can describe Mott’s insulator, so that
the method can describe anisotropic pairings
along with the local correlation effects (Mott
physics). We have applied the formalism to
the two-dimensional repulsive Hubbard model
to obtaine a phase diagram. The result does
indeed exhibit a superconducting Tc-dome
against band filling, both in the absence and
presence of the Fermi surface warping (¢'). We
have traced back the origin of the dome to the
local vertex correction from DMFT that gives
a filling-dependence in the FLEX self-energy.

Light-induced collective Higgs mode in
superconductors|2]

A superconductor illuminated by an ac elec-
tric field with frequency €2 poses an interesting
problem. We have theoretically found that the
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Figure 1: T, vs band filling in FLEX (left
panel) and in DMFT+FLEX (right) for dif-
ferent values of the Hubbard U. [1].

ac modulation generates a collective precession
of Anderson’s pseudospins, hence a coherent
amplitude oscillation of the order parameter,
in the BCS state with a doubled frequency 212
through a nonlinear light-matter coupling[2].
We have formulated the problem in a mean-
field to show that the induced pseudospin pre-
cession resonates with the Higgs amplitude
mode of the superconductor at 22 = 2A with
2A being the superconducting gap. The reso-
nant precession is accompanied by an enhance-
We
have further explored the effect of electron-

ment of the third-harmonic generation.

electron scattering on the pseudospin reso-
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nance by applying the nonequilibrium dynam-
ical mean-field theory (DMFT) to the attrac-
tive Hubbard model driven by ac electric fields.
The result indicates that the pseudospin reso-
nance is robust, although the resonance width
is broadened due to electron scattering, which
determines the lifetime of the Higgs mode.

Figure 2: Temporal evolution of the super-
conducting order parameter ®(t) calculated
with the nonequilibrium DMFT for the at-
tractive Hubbard model at half filling driven
by the ac field with the infinite-dimensional
U = 225,A = 0.2, and
Q) = 27/37.5, for several temperatures (871)

density of states,

for the initial states. The sinusoidal curve rep-
resents E(t)? o< cos?Qt.[2].

Collective  amplitude modes in
strongly-coupled superconductors|3]

We have studied collective amplitude modes
of the superconducting order parameter in
strongly-coupled electron-phonon systems de-
scribed by the Holstein model using the
nonequilibrium DMFT with the self-consistent
Migdal approximation as an impurity solver[3].
The frequency of the Higgs amplitude mode
is found to coincide with the superconduct-
ing gap even in the strongly-coupled (beyond
BCS) regime. Besides the Higgs mode, we find

another collective mode involving the dynam-
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ics of both the phonon and the superconduct-
ing order parameter, which reflects a strong
electron-mediated phonon-phonon interaction.
We predict that these should be observed in
time-resolved photoemission spectra.
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Figure 3: The spectral function A(t,w) against
t and w and its Fourier transform. White verti-
cal lines indicate the frequencies, wy and wgyo,
of the two collective modes.|[3]
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Topological insulators in heavy-fermion systems

Tsuneya Yoshida
Department of Physics, Kyoto Unwversity, Kyoto 606-8502, Japan
Sakyo-ku, Kyoto 606-8502, Japan

Topological  insulators  attract  much

interest|[1]. The electronic state of this
system has nontrivial topology which predicts
gapless excitations at the edge/surface. These
gapless excitations are source of interesting
phenomena; e.g., topological magnetoelectric
effects and emergence of Majorana fermions.
So far topological insulators are studied as free
fermion systems. Recently, however, it has
been pointed out that topological insulators
can be realized in heavy-fermion systems
where electron correlations are strong. In
these systems, electron correlations and topol-
ogy are expected to induce novel phenomena,
and thus, understanding correlation effects on
topological insulators is one of the important

issues of this field.

In our study, we have analyzed heavy
fermion systems having nontrivial topology. In
particular, we have addressed temperature ef-
fects on topological Kondo insulators. Firstly,
we have performed model calculation[2] by us-
ing real-space dynamical mean field theory (r-
DMFT) combined with numerical renormaliza-
tion group method. After that we addressed
more detailed analysis[3]; LDA+DMFT is ap-
plied to SmBg which is a promising candidate
for the topological Kondo insulator. In order
to perform the large-scale numerical calcula-
tion, we have fully made used of the super-

computer resource at ISSP.

In Ref. [2], we have analyzed the Kane-
Mele-Kondo lattice which is two-dimensional.
With this method, we can study wide range of
temperature[4], from T ~ 107%t to T' ~ 107 1¢.
Here the bandwidth of the conduction electron
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Figure 1: Gapless edge modes appearing at
finite temperatures. Top and bottom panels

represent data for 1" = 0.1t

is approximately 6t.

As the result of the detailed analysis, we
have found that gapless edge modes are re-
stored by temperature effects. Around zero
temperature, the Kondo effect is dominant and
destroys topological structure. Correspond-
ingly edge modes are gapped. With increas-
ing temperature, however, the Kondo effect
is suppressed and gapless edge modes are re-
stored. We have observed this behavior by di-
rect calculation of edge modes as well as the

calculation of topological response in the bulk.
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The restoration of gapless edge modes in finite
temperature region is observed in Fig. 1. In
this figure, we can see that edge modes are de-
stroyed for T' = 10~*¢, while the gapless modes
are restored 7' = 10~*t and T' = 10~ ¢, respec-
tively.

Furthermore, we have applied LDA4+DMFET
to SmB6 [3]
of this compound, two different experiments

Concerning the group velocity

have reported different values; according to a
transport measurement, the group velocity is
v ~ 200meVA, while it is v ~ 4meVA accord-
ing to an ARPES measurement. We have ad-
dressed this puzzle. Our study has elucidated
that interplay between the Kondo effect and
temperature drastically changes the group ve-
locity (or, the renormalization factor) in gap-
less edge modes in the topological Kondo insu-
lator SmBg. We conclude that this interplay
explains the puzzle of the above two exper-
iment since transport and ARPES measure-
ment have been carried out at 7' = 3K and
T = 17K, respectively. This resutls is consis-
tent with the slave-boson analysis in Ref. [5].

T=0K
0.01
% 0
-0.01
(0,0) (mt,0) (m,m) (0,0)
T=10K
0.004
> 0
[}
-0.01
(0,0 (m,0)  (m,m) (0,0)
momentum

Figure 2: Surface state of SmBg.
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Effect of apical oxygen phonon on d-wave superconductivity
Takahiro OHGOE

Department of Applied Physics, The University of Tokyo,
7-3-1 Hongo, Bunkyo-ku, Tokyo 113-0033

Despite intensive studies on high-T. cuprate,
its mechanism of the superconductivity is still
ARPES [1]

demonstrated indications of strong electron-

controversial. experiments
phonon interactions. Motivated by these results,
some theoretical works proposed scenarios that
electron-phonon interactions enhance d-wave

superconductivity[2,3]. However, the role of

electron-phonon interactions in  cuprates
remains unclear.
In this work, we studied d-wave

superconductivity in the Holstein-Hubbard
model by using the many-variable variational
Monte Carlo method[4,5]. We performed
simulations in system B by using a flat MPI or
OpenMP+MPI parallelization. The Holstein

phonon can be viewed as a simplified electron-

phonon interaction of apical oxygen in cuprates.

Our simulation results showed that physical
quantities are insensitive to Holstein phonons
[Fig.1(a)]. In the next step, we considered the
effect of the off-site part of the electron-phonon
interaction g’ which introduces phonon-
mediated off-site attractions between electrons.
As a result, we found that the off-site electron-
phonon interaction increases the condensation
[Fig.(b)], thus a d-wave

energy and
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superconducting state becomes more stable

energetically.

Fig. 1: Physical quantities (long-range part of
d-wave superconducting correlation function
P4™, spin structure factor Ss (=, =), and the
condensation energy AE) as functions of the
dimensionless electron phonon interaction A .
References

[1] A. Lanzara et. al, Nature 412, 510 (2001)
[2] S. Ishihara and N. Nagaosa, Phys. Rev. B
69, 144520 (2004)

[3] Z. B. Huang et. al, PRB 68, 220507 (2003)
[4] D. Tahara and M. Imada, J. Phys. Soc. Jpn.
77, 1140701 (2008)

[5] T. Ohgoe and M. Imada, Phys. Rev. B 89,
195139(2014)



Activity Report 2015 / Supercomputer Center, Institute for Solid State Physics, The University of Tokyo

Improvement of many-variable variational Monte

Carlo method and its application to iron-based

superconductors

Takahiro Misawa
Institute for Solid State Physics, The University of Tokyo
Kashiwa, Chiba 277-8581, Japan

In this project, to improve the accuracy
of the many-variable Monte Carlo method
(mVMC), we implement the backflow wave
function based on the Pfaffian wave function
and the multi-Pfaffian method, which super-
poses the many-body wave functions. We have
also analyzed low-energy effective models for
iron-based superconductors FeTe and FeSe by
using the mVMC.

Before explaining the details of the backflow
wave functions, we briefly explain the wave-
functions used in the mVMC method. Our
wave function is defined as

) = P|dpair), (1)
e/
’(bpair) = (fijCITC;r‘¢>N 2‘0>7 (2)

where f;; is variational parameter and cg »(Cig)
is a creation (annihilation) operator of an elec-
tron with spin ¢ on the ith site. N, represents
the number of electrons. By properly optimiz-
ing the variational parameter f;;, we can de-
scribe several different states such as antiferro-
magnetic orders, charge-ordered states, corre-
lated paramagnetic metals, and superconduct-
ing phases. To include the many-body cor-
relations, we introduce correlation factors P
such as Gutzwiller of Jastrow factors. Details
of mVMC method are explained in the litera-
ture [1, 2].

L. Tocchio and co-workers introduce the

backflow wavefunctions in the conventional
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Slater-type wave function as follows [3]

Ne/2 B

6or) = [] O ®inocl,)0), (3)
on=1 1

(i)incr =P + Z Nk (D, H)(I)ka, (4)

k

where ®;,,, is the coefficient of the Slater-type
wave function and (D, H) is the variational
parameter that depends on the number of dou-
blon (D) and holon (H). It is shown that back-
flow correlations improve the accuracy of the
wave functions [3].

We extend this Slater-type backflow wave-
functions to Pfaffian-type wave functions as
follows [4, 5]

- Ne/2
|Ypair—bt) = (fijCITCL) 0), ()
fij = Z (i)inTi)jni- (6)

We
are systematically improved by superposing

have also shown that wavefunctions

the many-body wavefunctions (multi-Pfaffian
method) as follows [5]

Nps

‘¢> = an’¢n>v (7)

where Npy is the number of independent many-
body wavefunctions.

By wusing the improved wave functions,
we have shown that the accurate finite-
temperature calculation based on the imagi-
nary time evolution is possible in the mVMC
method [5].
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In the analysis of the iron-based supercon-
ductors [6], we first derive the low-energy ef-
fective model by using the ab initio downfold-
ing method. In this method, we evaluate the
transfer integrals and interaction parameters
based on the ab initio band calculations. To
eliminate the double counting of the correla-
tion effects the exists in the conventional ab
initio downfolding scheme, we perform the con-
strained GW calculations. By solving the low-
energy effective model, we show that elimina-
tion of the double counting plays an essential
role in stabilizing the bicollinear magnetic or-
der in FeTe. We also solve the low-energy ef-
fective model for FeSe and find the peculiar
degeneracy of the several magnetic orders oc-
curs in FeSe. We have pointed out that this
peculiar degeneracy may be the origin of the
exotic phenomena found in FeSe. Further anal-
ysis of the low-energy effective models by using
the improved wavefunctions such as backflow
wavefunction is intriguing issue but left for fu-
ture study.

References

[1] D. Tahara and M. Imada, J. Phys. Soc.
Jpn. 77, 114701 (2008).

[2] T. Misawa and M. Imada, Phys. Rev. B
90, 115137 (2014).

[3] L. F. Tocchio, F. Becca, and C. Gros,
Phys. Rev. B 83, 195138 (2011).

[4] K. Ido, T. Ohgoe, and M. Imada, Phys.
Rev. B 92, 245106 (2015).

[5] K. Takai, K. Ido, T. Misawa, Y. Yamaji,
and M. Imada, J. Phys. Soc. Jpn. 85,
034601 (2016).

[6] M. Hirayama, T. Misawa, K. Miyake, and
M. Imada, J. Phys. Soc. Jpn. 84, 093703
(2015).

155



Activity Report 2015 / Supercomputer Center, Institute for Solid State Physics, The University of Tokyo

Numerical study of critical phenomena in strongly

correlated Dirac electrons

Yuichi OTSUKA
RIKEN Advanced Institute for Computational Science
Kobe, Hyogo 650-0047

Dirac electrons offer suitable test beds where
we can study interaction-driven phase transi-
tions by means of unbiased numerical meth-
ods.
elucidated the quantum critical behavior of
the Mott transition occurred in the Hubbard
model on the honeycomb lattice and on the

In our previous studies [1, 2], we have

square lattice with 7 flux penetrating each
plaquette, both of which constitute the mass-
less Dirac dispersions in the non-interacting
limit. These works were initially motivated
by the possible Mott metal-insulator transition
expected to occur in graphene-like materials.
However, it has been recently recognized that
the interaction-driven transitions in the Dirac
fermions have more general and universal as-
pects, which can be interpreted in terms of the
Gross-Neveu (GN) model, a model extensively
studied in quantum field theory [3].

The semimetal (SM) to Mott insulator tran-
sition accompanied by the antiferromagnetic
(AF) transition, which we have studied in the
Hubbard model on the honeycomb lattice and
the square lattice with w-flux, corresponds to
the breaking of the chiral-SU(2) symmetry in
the context of the GN model. On the other
hand, the transition from SM to the charge-
density-wave phase, which has been recently
investigated in the spinless ¢-V model on the
same lattices [4], is categorized as the chiral-
Zy symmetry breaking. The purpose of this
project is to clarify the critical phenomena in
the strongly correlated Dirac fermions classi-
fied with the chiral-XY symmetry, which is

the one remaining class out of the known three
categories in the GN model.

We have performed large-scale quantum
Monte Carlo (QMC) simulations for the at-
tractive Hubbard model on the triangular lat-
tice, to which the staggered m-flux is added
to constitute the Dirac dispersion in the non-
interacting limit as shown in Fig. 1. In this
model, since the lattice structure is not bipar-
tite, we expect the only U(1) symmetry is bro-
ken even at half-filling. In addition, the QMC
simulation is not vexed by the negative-sign
problem in the case of the attractive (negative
U) model. We have utilized the QMC code
that we have highly optimized on the K com-
puter and the FX10 system. The simulations
for small to intermediate clusters with linear
system size L < 24 were done on the system
B, and those with L = 32,40 were performed
on the system C.

Figure 1: Non-interacting energy dispersion of
triangular lattice with staggered m-flux.

We have calculated the pairing correlation
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function on each finite-size cluster, Ps(L) =
+ Zij<A}LAj + AiA;r), where AI = chc;.ri, and
extrapolated them to the thermodynamic-limit
to obtain the superconducting (SC )order pa-
rameters, A = limy_,o Ps(L). In addition,
the quasiparticle weight Z is estimated from
jump of the momentum distribution function
at the Fermi level. Both of these observables
show that the SM to SC transition occurs at
Ug/t = 7.0 £ 0.1 as shown in Fig. 2. More
detailed analysis on evaluation of the critical

exponents is ongoing.
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Figure 2: |U|/t-dependence of quasiparticle
weight Z and superconducting order param-
eter A.
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Density-matrix renormalization group method for

quantum impurity models

Tomonori SHIRAKAWA
RIKEN Center for Emergent Matter Science (CEMS)
Wako, Saitama 351-0198, Japan

We have introduced the density matrix
renormalization group method (DMRG) as a
solver for quantum impurity models, such as
Anderson impurity models and Kondo impu-
The DMRG is advantageous
for other impurity solvers when applied to

rity models [1].
quantum impurity models. First of all, un-
like the quantum Monte Carlo methods, the
DMRG is able to obtain directly the full spec-
tral function in real frequency without analyt-
Secondly, the DMRG can
readily calculate the entanglement properties.

ical continuation.

Here, to demonstrate the power of the
method, we apply it to the single-impurity An-
derson model on the honeycomb lattice [2].
Our result shows that the phase diagram con-
tains two distinct phases, the local moment
phase (LM) and the asymmetric strong cou-
pling (ASC) phase (See Fig. 1 (a)). We com-
pare the results with those for the low-energy
effective pseudogap Anderson model. We find
that the ground state phase diagram and the
asymptotically low-energy excitations for these
two models are found to be in excellent quan-
titative agreement, thus providing a quantita-
tive justification for the previous studies based
on low-energy approximate approaches.

Futhermore, we find that the lowest entan-
glement level & (& < & < --+) is doubly
degenerate for the LM phase, whereas it is
singlet for the ASC phase.
qualitatively different behavior, we can con-

Because of this

sider the gap of the entanglement spectrum,
A& = & — &4, as an order parameter to distin-
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Figure 1: (a) Ground state phase diagram

for the single-impurity Anderson model on the
honeycomb lattice (symbol) and the pseudo-
gap Anderson model (solid line). ¢ and U cor-
respond to the on-site potential and Coulomb
interaction at impurity site, respectively. (b)
Gap of the entanglement spectrum, A =
& — &. e is determined from (a).

guish the different phases. Indeed, the phase
boundary determined from A is the same as
the one determined from the local quantities at
the impurity site. This clearly demonstrates
that A serves as a quantity to determine
the phase boundary of the impurity quantum
phase transition.
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First-principles study of the iron-based ladder

compound BaFe;S;

Ryotaro ARITA
RIKEN Center for Emergent Matter Science
Wako, Saitama, 351-0198

Recently, it has been reported that the two-
leg ladder compound BaFesS3 (Fig.1) becomes
a superconductor under high pressure[l, 2].
Motivated by this discovery, we performed
a first-principle calculation and investigated
the electronic and magnetic properties of this
We found that the magnetic
alignment in which the spins are coupled fer-

compound|3].

romagnetically along the rung and antiferro-
magnetically along the leg is the most stable
in the possible magnetic structure. This result
is consistent with the experiment.

Figure 1: Crystal Structure of BakFeySs.

We then derived an effective low-energy
model[4] by means of the ab initio downfold-
ing method. We found that the complex band
structure around the Fermi level is represented
only by the Fe 3d,. (mixed with 3d,,) and
3dy2_,2 orbitals. The characteristic band de-
generacy (at k, = 7 in the original BZ) al-
lows us to construct a simple four-band model
with the band unfolding approach (Fig.2). We
also estimate the interaction parameters and
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found that the system is more correlated than
the 1111 family of iron-based superconductors.
Provided the superconductivity is mediated by
spin fluctuations, the 3d,.-like band should
play an essential role, and the gap function
changes its sign between the Fermi surfaces
around the I' point.
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Figure 2: (a) Band dispersion of the effective
two-orbital model. (b) Band dispersion in the
extended Brillouin zone.
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Numerical simulation of *He adsorbed on substrates

Yuichi MOTOYAMA
Institute for Solid State Physics, University of Tokyo
Kashiwa-no-ha, Kashiwa, Chiba 277-8581

4He atoms adsorbed on a substrate such as
graphite form a layer structure and a layer is
an ideal two dimensional interacting bosonic
system. Greywall and Busch [1] measured the
heat capacity of the first layer of *He atoms
on a graphite and found that a single phase
transition occurs at temperature 7' ~ 1K be-
low areal density p = 0.4A77 They concluded
that KT and condensation (gas-liquid separa-
tion) transitions occur simultaneously as a sin-
gle transition. However, they also pointed out
that a problem still remains; at densities near
the upper end of coexisting region, KT transi-
tion should occur at higher temperature than
the condensation does.

For a preliminary simulation to examine this
transition, I performed two grand-canonical
path-integral Monte Carlo simulations with
different initial condition of *He atoms; one
is vacuum phase and the other is commensu-
rate solid phase (C 1/3 phase) with respect to
the below carbons. Other simulation param-
eters are as following: The simulation cell is
of 44.28A(x) x 42.61A(y) x 9A(2), the bound-
ary condition is periodic along x and y direc-
tion, parallel to graphite surface, and is open
along z direction. The imaginary time step dr
is 0.005K~!. The potentials that a *He atom
feels from another “He atom and the graphite
are the Aziz potential [2] and the Carlos-Cole
potential [3], respectively. Figure 1 shows the
difference of areal density of the first layer of
4He between the two simulations. The average
over 100,000 Monte Calro steps after discarded
500,000 (1,000,000) steps is shown in the left
(right) panel. From this figure, it is concluded
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Figure 1: Difference of areal density of *He on
a graphite between two simulations with dif-
ferent initial condition; one is vacuum and the
other is commensurate solid with respect to
the carbon atoms of graphite. The numbers
of discarded Monte Carlo steps are 500,000 for
the left panel and 1,000,000 for the right.

that a line of first order phase transition exists
at about © = —143.2K and ends at 7" ~ 0.9K.
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Quantum Monte Carlo simulation and electronic

state calculations in correlated electron systems

Takashi YANAGISAWA
FElectronics and Photonics Research Institute
National Institute of Advanced Industrial Science and Technology (AIST)
AIST Central 2, 1-1-1 Umezono, Tsukuba 305-8568

High-temperature superconductors have
been studied intensively since the discovery
of high-temperature cuprates. The electron
correlation between electrons is important be-
cause parent compounds without carriers are
insulators. It is primarily important to clarify
electronic states in the CuOs plane contained
in cuprate high-temperature superconductors.
The mechanism of superconductivity has been
investigated, but it remains unresolved. It
is obvious that interaction with large energy
scale is necessary and responsible for realiza-
tion of high-temperature superconductivity.
The Coulomb interaction has obviously a large
characteristic energy scale and is a candidate
of interaction that induces high-temperature
superconductivity.

We have carried out numerical computations
by using a Monte Carlo procedure to calculate
expectation values of physical quantities. We
performed parallel computing with 192 cores
mainly on the system B.

The single-band Hubbard model is given by

H = Ztijc;rgcj‘g + UZ’I’LZ'T’IZN, (1)
ijo i

where t;; are transfer integrals and U is the
on-site Coulomb energy. The transfer integral
t;; is non-zero t;; = —t for nearest-neighbor
pair (ij) and t;; = —t' for next-nearest neigh-
bor ((ij)). Otherwise ¢;; vanishes. We denote
the number of sites as N and the number of
electrons as N.. The energy unit is given by .
The wave function should include corre-
lation between electrons. The well-known
Gutzwiller wave function is given by ¢g =

Pgiy where Pg is the Gutzwiller operator
defined by Pg = []; (1 — (1 — g)njn;,) with
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the variational parameter g in the range of
0 < g < 1. It is necessary to improve the
Gutzwiller wave function because only the on-
site correlation is considered in the Gutzwiller
ansatz. The one way to improve the wave
function is to take account of nearest-neighbor
doublon-holon correlation: ¥,_; = Py_nPay.
We can take into account inter-site correlations
by multiplying Pj such as P;Py_, Pay.

In the other way, we can take account of
inter-site correlation by multiplying the kinetic
operator to the Gutzwiller function in order
to improve the wave function. A typical wave
function of this type is written as[1]

Py = 9 = e M Poyy, (2)

where K is the kinetic term in the Hamilto-
nian: K =3, tijc;racja and A is a variational
parameter to be optimized to lower the energy.
This wave function is further improved by mul-

tiplying the Gutzwiller operator again:
) = Paipy = Pge X Paay. (3)

The expectation values for these wave func-
tions are evaluated by using the variational
Monte Carlo method.

It is seen that the energy is not so improved
only by multiplying the doublon-holon corre-
lation factor P,_j to the Gutzwiller function.
The trial wave function Py_j P was used to
develop the physics of Mott transition follow-
ing the suggestion that the Mott transition oc-
curs due to doublon-holon binding. We before
examined the Mott transition with the wave
function e M Pgapg[4] because the variational
energy by this wave function is much lower
than that of the doublon-holon wave function.
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Figure 1: Antiferromagnetic order parameter
A 4 as a function of U in units of ¢ on 10 x 10
lattice. The number of electrons is N, = 84
and we set ' = —0.2t. We used the periodic
boundary condition in both directions.

We show the antiferromagnetic (AF) order
parameter A4 as a function of U in Fig.1[5].
This is a typical behavior of A4 and the AF
energy gain A 4r also shows a similar behav-
ior. The calculation was carried out, by em-
ploying the wave function ¢, on a 10 x 10
lattice. When U is small, A 4 increases with
the increase of U and has a maximum at
U,, >~ 8 — 10t that is of the order of the
bandwidth. When U is larger than U,,, the
A 4 is decreased as U is increased. This indi-
cates that AF correlation is suppressed for ex-
tremely large U and diminishes. In the region
U > U,,, there is a competition between AF
correlation and charge fluctuation; this means
that we must have the AF energy gain or ki-
netic energy gain to lower the ground-state en-
ergy. The A 4p is reduced gradually as U is in-
creased (U > Uy,) since the energy gain AE,p
is presumably proportional to the AF exchange
coupling J o< t?/U. The AF correlation should
be suppressed to get the kinetic energy gain
for large U. Thus we have weak AF corre-
lation in the strongly correlated region with
U > U,,. This indicates that there is a large
AF fluctuation in this region, brought about
by charge fluctuation, where the charge fluc-
tuation is driven by the kinetic operator K in
the exponential factor exp(—AK). This charge
fluctuation is properly called the kinetic charge
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Figure 2: Superconducting order parameter
A and superconducting condensation energy
AFEgc per site as a function of U in units of
t on 10 x 10 lattice. The number of electrons
is No = 84 and ¢ = —0.2t. The boundary
condition is periodic in one direction and an-
tiperiodic in the other direction.

fluctuation.

It has turned out that there is large spin
fluctuation being driven by kinetic charge fluc-
tuation. We expect that a pairing interaction
is inspired by this kind of large spin fluctu-
ation. In fact, the optimized superconducting
order parameter increases as U is increased and
has a maximum at some U being greater than
Up,. This is shown in Fig.2 where the super-
conducting order parameter A and the conden-
sation energy AFgc are shown as a function
of U. AEgc has a maximum at U ~ 12¢. This
result was obtained by using the Gutzwiller-
BCS function Py, PgiYpcs. It indicates that
the superconducting state becomes more sta-
ble in the strongly correlated region.
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The correlation between the real space hoppings and 7, in the iron-based
superconductors

KAZUHIKO KUROKI
Department of Physics, Osaka University
1-1 Machikaneyama, Toyonaka, Osaka, 560-0043, Japan

HYDROGEN DOPED IRON-BASED
SUPERCONDUCTORS

In the hydrogen doped 1111 iron pnictides
LaFeAsO;_.H,, electron doping rate can exceed
50 percent, and the T, against the doping rate x
exhibits a double dome structure, where the sec-
ond dome with higher doping concentration has the
higher T.[1]. In a rigid band picture, such a large
amount of electron doping would wipe out the hole
Fermi surfaces, so that the Fermi surface nesting
would no longer be good in the higher T, second
dome.

EVOLUTION OF THE FERMI SURFACE

First principles band calculation that takes into
account the band structure variation with chemical
substitution reveals that the band structure rapidly
changes with doping, and the rigid band picture
is not valid[2-4]. In momentum space, the d,. .
hole Fermi surfaces around (0,0) shrink monotoni-
cally and are eventually lost with sufficient electron
doping, and in turn an electron Fermi surface ap-
pears. On the other hand, an interesting point is
that the dg, hole Fermi surface around (m, ) is
barely changed with the doping rate x, which is
clearly a non-rigid band feature.

REAL SPACE HOPPINGS

Analyzing the tightbinding model derived based
on the first principles band and exploiting the max-
imally localized Wannier orbitals, it is revealed that
the insensitivity of the d,, Fermi surface is due to
a rapid decrease of t; within the d;, orbital upon
increasing x, which pushes up the d., band top at
(m,7), so that it follows the increase of the Fermi
level. It should be noted that reduction of ¢; is
largely due to the increase of the positive charge
within the blocking layer by O(2-)—H(1-) substi-
tution, which in turn reduces the As 4p electronic
level and leads to the suppression of the indirect
component of ¢1[4]. We have found that a simi-
lar situation can occur when pressure is applied to
some of the iron-based superconductors.
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CORRELATION BETWEEN HOPPINGS,
SPIN FLUCTUATION AND
SUPERCONDUCTIVITY

The d;, hole Fermi surface remains even at
large electron doping rate, while the d,.,,. hole
Fermi surfaces are lost, so that the importance of
the d., orbital increases with doping. Our fluc-
tuation exchange study of these non-rigid band
models show that the spin fluctuation and the
s * pairing are both enhanced in this largely
doped regime, exhibiting a double dome feature
of the superconducting 7T, as a function of dop-
ing. Moreover, the two domes are merged into a
single dome when the Pn-Fe-Pn bond angle is re-
duced (a change that takes place when the rare
earth is varied as La—Ce—Sm—Gd), in agreement
with the experimental observations. Although the
dyy hole Fermi surface remains unchanged in the
highly doped regime, the Fermi surface nesting in
its original sense is monotonically degraded be-
cause the volume of the electron Fermi surfaces
increases. Hence, the origin of the second dome
in LaFeAsO,_,H, cannot be attributed to a good
Fermi surface nesting.

s+ pairing is a next nearest neighbor pairing,
which is favored by the relation between nearest
and next nearest neighbor antiferromagnetic inter-
actions Jy > Ji, corresponding to to > t;. In fact,
as mentioned above, to dominating over ¢; is what
is happening in the second T, dome regime. Hence,
intuitively, to > t; can be considered as the origin
of the T, enhancement in the largely doped regime.
To be precise, however, the fluctuation exchange
approximation is a weak coupling method based on
the itinerant spin model, so using the J; — Jo term
of the localized spin model is not conceptually cor-
rect. In reality, the entire d,, portion of the band
structure is strongly modified in a manner that
it favors the second nearest neighbor pairing. To
see in more detail the effect of this modified band
structure, we have further analyzed the correlation
between the real space hoppings and the energy
dependence of the spin fluctuation by calculating
the imaginary part of the dynamical spin suscep-
tibility. We find that as the Fermi surface nesting
is degraded upon electron doping, the low energy
spin fluctuation is suppressed, and the weight is
shifted in the high energy regime. This is natural



Activity Report 2015 / Supercomputer Center, Institute for Solid State Physics, The University of Tokyo

since the Fermi surface nesting in its original sense
should enhance zero energy spin fluctuation. The
enhancement of s+ spin fluctuation in the heavily
electron doped regime can then be attributed to
the enhancement of finite energy spin fluctuation.
It is important to note that this behavior is pecu-
liar to systems with disconnected Fermi surfaces,
where the nesting vector itself is barely varied even
when the degree of the nesting is degraded.
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Monte Carlo Study of Itinerant and Localized Chiral
Helimagnets

Shintaro HOSHINO
Department of Basic Science, The University of Tokyo, Meguro, Tokyo 153-8902, Japan

with the
interaction

Chiral magnets
Dzyaloshinkii-Moriya
triguing behaviors beyond simple magnetic

asymmetric

show in-
strctures such as ferro- and antiferro-
magnetism. In CrNbsSg, the helical magnetic
structure is realized at zero field. With in-
creasing external field it changes into the chiral
soliton lattice where the quasi-local magnetic
kinks are aligned periodically [1, 2, 3]. The
localized spins of the Cr ions are responsible
for the magnetism and are coupled with each
other through the Ruderman-Kittel-Kasuya-
Yoshida interaction mediated by conduction

electrons.

Since the characteristic length scale for the
magnetic structure is much larger than the lat-
tice constant in CrNbsSg, the low-energy be-
haviors are not sensitive to the fine structure of
the system. Hence we choose the simplest clas-
sical spin model that can describe helical mag-
net and chiral soliton lattice structure. The

explicit form of Hamiltonian is written as
H = Z(JHS; . Sj + Dij -S; % Sj)

ij
_ZH‘Si (1)

The vector Dj;; is along the helical axis. The
interaction parameter J;; for the helical axis
is much smaller than the one perpendicular .
This strong anisotropy originates from quasi-
two-dimensional electronic structure.

We have analyzed this model by using the
mean-field theory [4]. Under the external mag-
netic field, the system has many metastable
states characterized by the winding number.
More specifically, if we use the initial condi-
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tion with the form

<SZ> = S(COS(QWZ'HUJ/NH), Sin(27T7;H’LU/NH), O)
(2)

we obtain the different solution for each wind-
ing number w. Here i and N are the site
index and the number of sites, respectively,
along the helical axis. At each parameter we
calculate solutions for all the possble w, and
determine the most appropriate solution by
comparing the value of free energy. The nu-
merical computation has been effeciently per-
fomed by parallelization of the calcualtions
at each w using supercomputer in ISSP. The
realistic Dzyaloshinskii-Moriya interaction pa-
rameter for CrNbsSg is given by D = 0.16J
which means the long periodicity of the helical
structure. Hence our mean-field calculation re-
quires a large system size. We take typically
N = 4000 for the numerical simulation.

As one of the exemplary results of our study,
we shown in Fig. 1 the free energy profile
near the transition temperature under mag-
netic field [4]. The free energy has a double-
minimum structure and thus we have identified
first-order transition character. This behavior
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% *
@ le-11 k
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Figure 1: Free energy profile as a function of wid-
ing number w. The size (V) dependence is shown.
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appears at finite temperatures and finite ex-
ternal fields, and is not observed in the zero-
temperature nor zero-field limit. The change of
the order of phase transition along the phase
boundary was also discussed recently by two
groups [5, 6]. The systematic studies is neces-
sary to clarify the nature of phase transitions.
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Novel Charge Dynamics in Correlated Electron

Systems

Sumio ISHIHARA
Department of Physics, Tohoku University
Sendai 980-8578

Electronic charge degree of freedom plays es-
sential roles in dielectric, transport and opti-
cal properties in correlated electron systems,
such as transition-metal oxides, and low di-
mensional organic salts. In the projects (H27-
Ba-0014 and H27-Bb-0028), we have studied
numerically the novel charge dynamics in cor-
related systems with multi degree of freedom.
The following are the list of the obtained re-
sults.

1) Transient dynamics of the frustrated in-
teracting charge systems coupled with the lat-
tice degree of freedm are examined numeri-
cally. Real-time dynamics in the triangular-
lattice spinless fermion model with lattice vi-
bration are analyzed by the exact diagonaliza-
tion method based on the Lanczos algorithm
combined with the equation of motion. A
photoinduced phase transition from the hor-
izontal stripe-type charge order to the 3-fold
charge order occurs through a characteristic in-
termediate time domain (Fig. 1). By analyzing
the time evolution, we find that these charac-
teristic dynamics are seen when the electron
and lattice sectors are not complementary to
each other but show cooperative time evolu-
tions. [1].

2) Charge dynamics in a frustrated system
are studied in wide ranges of energy, momen-
tum, and temperature. As a typical frustrated
charge system, we adopt an interacting spin-
less fermion model on a paired-triangular lat-
tice which was proposed as an electronic model
of the layered iron oxide LuFe,Oy4 a candidate
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material for the electronic ferroelectricity. In
particular, we focus on the charge dynamics
in the three-fold charge order and the two-fold
charge order. The optical conductivity spectra
in the three-fold charge order show multiple
components and their low-energy weights sur-
vive even below the charge order temperature.
These are related to the stability of the three-
fold charge order and are in sharp contrast to
the spectra in the two-fold charge order. The
change in the dynamical charge correlation be-
low the charge ordering temperature is weakly
momentum-dependent in the three-fold charge
order, and an abrupt reduction is observed in
the two-fold charge order. These results are at-
tributable to the charge frustration effects, and
explain some aspects of the results of recent
optical and resonant inelastic x-ray scattering
experiments [2, 3].

3) A possible way to realize the magneto-
electric (ME) effect in the dimer-type or-
ganic molecular solids is studied. We show
a symmetrical considerations in a simple one-
dimensional model (Fig. 2). Next, we have car-
ried out the numerical calculations in a two-
dimensional lattice model for the x-(BEDT-
TTF) type organic molecular solids. We find
that the linear ME effect emerges in a long-
range ordered state of spins and electric dipoles
owing to the electronic degree of freedom in-
side the molecular dimers. The essence of this
ME effect is attributed to a ferroic order of the
spin-charge composite object. The ME effect is
also realized in the spin and charge disordered
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Figure 1: Phase diagrams in the excited states
for the horizontal and vertical charge ordered
states. Horizontal and vertical axes represent
the electron lattice interaction and the photon
density, respectively. Colors represent ampli-
tudes of the order parameters. [1].

state, in which the spin-charge composite order
[4]

The present researches has been collabo-
rated with J. Nasu (Tokyo Institute of Tech-
nology), M. Naka (Tohoku University), H.
Hashimoto (Tohoku University), H. Matsueda
(Sendai National College of Technology) and
H. Seo (RIKEN, CEMS). Some parts of the
computation in the present works has been

emerges.

done using the facilities of the Supercomputer
Center, the Institute for Solid State Physics,
the University of Tokyo.
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Magnetic properties in the Hubbard model on the

Honeycomb Lattice by variational cluster

approximation

Atsushi Yamada
Department of Physics, Chiba University
Chiba 263-8522, Japana, Chiba 277-8581

A spin liquid state, which is a purely
non-magnetic Mott insulator without sponta-
neously broken spatial or spin symmetry, has
attracted a lot of interest. This state is re-
alized in geometrically frustrated systems like
the charge organic transfer salts x-(BEDT-
TTF)2X[1] and CsyCuCly.[2] A simple theo-
retical model of these compounds is the Hub-
bard model on the an-isotropic triangular lat-
tice, and spin liquid state is in fact found
in this model.[3] A spin liquid could arise
also in the intermediate coupling region of
strongly correlated systems between a semi-
metal and ordered state, because in this case
a correlation-driven insulating gap might open
before the system becomes ordered. This pos-
sibility might be realized in the half-filled Hub-
bard model on the honeycomb lattice.

We have studied the magnetic and metal-
to-insulator transitions by variational cluster
approximation using 10-site cluster as a ref-
erence system. Parts of numerical calcula-
tions were done using the computer facilities
of the ISSP. We found that Uarp = 2.7 and
Unit = 3.0. This result also rules out the exis-
tence of the spin liquid in this model. Both the
magnetic and non-magnetic metal-to-insulator
transitions are of the second order. Our results
agree with recent large scale Quantum Monte
Carlo simulations.[4]

We plan to continue this study using larger
reference cluster to see the cluster size depen-
dence of the results.[5]
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Optical conductivity near antiferromagnetic

transition in the square-lattice Hubbard model
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A cluster dynamical mean field theory
(CDMFT) [1] has advanced our understanding
of electronic properties in strongly correlated
electronic systems described by the Hubbard
model such as metal-insulator Mott transition,
pseudogap state, and superconductivity. Re-
cently, the focus has stated to move onto trans-
port properties. Optical conductivity is one of
the most fundamental transport coeflicient and
provides useful information on charge dynam-
ics, particularly effective mass and transport
scattering process as well as electric structure.

The main purpose of this study is to de-
rive a new formula of optical conductivity
on the antiferromagnetic phase based on our
previous one for the paramagnetic phase [2].
To take into account both strong short-range
electronic correlations and magnetic fluctua-
tions, we employ the CDMFT using a four-
site square cluster and calculate optical con-
ductivity with including the vertex correc-
tions near the antiferromagnetic transition in
a square-lattice Hubbard model at half fill-
ing, H = =13 )0 c;rocjg + U npngy —
K ;s Nio- Here, tis the nearest-neighbor hop-
ping amplitude, U is the on-site Coulomb re-
pulsion and p is the chemical potential. ¢;, is
the electron annihilation operator at site ¢ with
spin ¢ and nw:c;cw. The numerical solver
is the continuous-time quantum Monte Carlo
method based on the strong coupling expan-
sion [3]. This is performed by the large-scale
numerical computations using facilities at Su-
percomputer Center in ISSP.

We calculate temperature-dependence of op-
tical conductivity o(w) at U = 6.5¢ fixed and
investigate the effects of the vertex corrections.
Figure 1 presents the contributions of vertex
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Figure 1: Effects of vertex corrections on op-
tical conductivity o(w) in the paramagnetic
phase (T = 0.42t) and the antiferromagnetic
phase (1" = 0.32t). o(w) is the result with ver-
tex corrections, og(w) is the result without ver-
tex corrections, and the contribution of vertex
corrections is oyc(w).

corrections: o(w) is the result with vertex cor-
rections, og(w) is the result without vertex cor-
rections, and the contribution of vertex correc-
tions is oyc(w). The most important finding
is that vertex corrections change various im-
portant details in temperature and frequency
dependence of conductivity. In the param-
agnetic phase, the vertex corrections enhance
both the Drude peak and the broad incoherent
peak related to the Hubbard band and the two
peaks become sharper. In the antiferromag-
netic phase, the dip of o(w) at w = 0 is sup-
pressed by the vertex corrections, in addition
to the sharply enhancement of the low-energy
peak around w = 1. Moreover, we demonstrate
that in a temperature region just above the
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antiferromagnetic transition temperature with
including the vertex corrections, dc conductiv-
ity shows an insulating behavior, whereas the
Drude peak is stable. We also investigate the
momentum dependence of the vertex function
and find that there exists very different fluctu-
ations in the vertex corrections between quasi-
particles at different positions in the Brillouin
zone both in the paramagnetic and antiferro-
magnetic phases [4].

This work is done in collaboration with Prof.
Hirokazu Tsunetsugu (ISSP, The University of
Tokyo).
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Research of Kondo effect in f’-electron systems

by numerical renormalization group method

Takashi HOTTA
Department of Physics, Tokyo Metropolitan University
1-1 Minami-Osawa, Hachioji, Tokyo 192-0397

In order to promote our basic understand-
ing of the Kondo behavior recently observed
in europium compounds [1, 2, 3, 4], we ana-
lyze an impurity Anderson model with seven
f electrons at an impurity site by employing a
numerical renormalization group method [5].

The model is given by

H = Z EkmCLmUCka

k,m,o

+ ) (VinCymo fmo + hoc)

k,m,o

+ A Z Cm,a;m’,a’f:rwfm’a/ (1)

m,o,m’ o’

+ Z Bm,m'fg’wfm/o'

m,m’,o

+ Z Im1m27m3m4fgllo'f»;2o—/fm30’fm4ow

s
where eg,, is the dispersion of conduction elec-
tron with the z-component m of angular mo-
mentum ¢ = 3, Cgme 1S an annihilation opera-
tor of conduction electron with momentum k,
angular momentum m, and spin o, ¢ = +1
(—1) for up (down) spin, fm,, denotes the an-
nihilation operator for local f electron, V,,
is the hybridization between conduction and
localized electrons, Iy, m,msm, indicates the
Coulomb interaction, A is the spin-orbit cou-
pling, and B,, ,,y denotes the crystalline elec-
tric field (CEF) potential.

The Coulomb interaction I is known to be
expressed by the Slater-Condon parameters,
FO F2 F* and FS. Although these should
be determined for the material from the experi-
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mental results, here we assume the ratio among
the Slater-Condon parameters as F* = 10U,
F? = 5U, F* = 3U, and F% = U, where
U is the Hund’s rule interaction among f or-
bitals. Each matrix element of ( for the spin-
orbit coupling is given by (moum,e = mo/2,
Cmto—ome = VI +1) —m(m+0)/2, and
zero for other cases. The CEF potentials for

f electrons from the ligand ions is given in
the table of Hutchings for ¢ = 3.
bic structure with Oy, symmetry, B, ,,,/ is ex-

For cu-

pressed by a couple of CEF parameters, BY
and BY, which are given by BY = Wx/F(4)
and By = W (1 — |z|)/F(6). Here z indicates
the CEF scheme for the Oy, point group, while
W determines the energy scale for the CEF po-
tentials. We choose F'(4) = 15 and F(6) = 180
for ¢ = 3.

Here we consider a single a, conduction
band, since the local a, state is non-degenerate
even under a high-symmetry ligand field such
as the cubic CEF potential. = Note that
the local a, state is described as ( f;:za —
il :_2’0)\())/\@, where |0) denotes the vac-
Ve =
V and is zero for other components. The en-

uum. Thus, V,, is given by V,,—2 =

ergy unit is half of the a, conduction band-
width, which is set as 1 eV throughout this
paper, as mentioned above.

For the diagonalization of the impurity An-
derson model, we employ a numerical renor-
malization group (NRG) method [6, 7], in
which we logarithmically discretize the mo-
mentum space so as to include efficiently the
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Figure 1: Entropy Simp (solid squares) and
specific heat Cinyp (solid triangles) for A = 0.2,
U=1,W=-103,2z=-1.0, and V = 0.6.

conduction electrons near the Fermi energy.
The conduction electron states are character-
ized by “shell” labeled by N and the shell of
N = 0 denotes an impurity site described by
the local Hamiltonian.

For A = 0, we observe underscreening Kondo
behavior for appropriate values of V', char-
acterized by an entropy change from In8 to
In7, in which one of the seven f electrons is
screened by conduction electrons. When A is
increased, we obtain two types of behavior de-
pending on the value of V. For large V, we
find an entropy release of In7 at low tempera-
tures, determined by the level splitting energy
due to the hybridization. For small V', we also
observe an entropy change from In8 to In2 by
the level splitting due to the hybridization, but
at low temperatures, In2 entropy is found to
be released, leading to the Kondo effect. We
emphasize that the Kondo behavior for small
V' is observed for realistic values of A on the
order of 0.1 eV.

In Fig. 1, we depict the temperature depen-
dence of the entropy Simp and specific heat
Cimp for X = 02, U = 1, W = —1073,
x = —1.0, and V = 0.6. We find a plateau
of In8 around at T = 1072 originating from
the local octet of J = 7/2. For the case of
A = 0, only one electron spin is screened by
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one conduction band, leading to the entropy
changing from In8 to In7, but in the present
case with A = 0.2, first we find that the entropy
changes from In8 to In2 by the level split-
ting due to the hybridization with conduction
electrons. Then, the entropy of In2 is even-
tually released at around 7' = 1077, leading
to the Kondo temperature Tx. The behavior
of the entropy and specific heat is essentially
the same as those without the CEF potentials.
This is not surprising, since the level splitting
due to the hybridization plays the same role as
that in the case of the CEF potentials.
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General formalism for the anomalous-Hall or

spin-Hall effects of interacting multiorbital metals
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Theoretical research about transport phe-
One
of the well known transport phenomena is

nomena still need further development.

the usual-Hall effect. The important develop-
ment for the usual-Hall effect was obtained in
the theoretical research [1] of a single-orbital
Hubbard model on a square lattice: in this
model near an antiferromagnetic quantum-
critical point, the Hall coefficient showed the
Curie-Weiss-like temperature dependence due
to the strong antiferromagnetic spin fluctua-
tion. This research showed the importance of
the electron-electron interaction in the usual-
Hall effect in a strongly correlated metal. Al-
though the electron-electron interaction may
be important even in another Hall effect such
as the anomalous-Hall effect or the spin-Hall
effect, our understanding of its effects is less
developed than that for the usual-Hall effect.

About the effects of the electron-electron
interaction in the anomalous-Hall or spin-
Hall effect in metals, we have two impor-
tant issues. One is about the roles of the
Fermi-surface term and Fermi-sea term of the
anomalous-Hall or spin-Hall conductivity in
the presence of the electron-electron interac-
tion. The theoretical research [2] neglecting
the electron-electron interaction showed that
the anomalous-Hall or spin-Hall conductivity
at T =

by part of the Fermi-sea term, the Berry-

0K without impurities was given

curvature term, which was proportional to the
Fermi distribution function, and that with in-
creasing the nonmagnetic impurity concentra-
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tion the dominant term of the anomalous-
Hall or spin-Hall conductivity changed from
the Berry-curvature term to the Fermi-surface
term, which was proportional to the energy
derivative of the Fermi distribution function.
The other issue is about the spin-Colomb
drag [3].
causes the scattering between different-spin

If the electron-electron interaction

electrons with finite momentum transfer in
the presence of the onsite spin-orbit coupling,
the total momentum of spin-up or spin-down
electrons is not separatetly (but totally) con-
sereved. This violation of the conservation law
causes a characteristic friction of the spin cur-
rent, the spin-Coulomb drag. Although the
spin-Coulomb drag may affect the spin-Hall ef-
fect in metals and the effects may result in a
characteristic property of the spin transports,
the effects have not studied yet.

To develop our understanding of the
electron-electron interaction in the anomalous-
Hall and spin-Hall effects in metals, I construct
the general formalism by using the linear-
response theory with the approximations ap-
propriate for metals, and clarify a new mech-
anism of the temperature dependence of the
anomalous-Hall or spin-Hall conductivity at
high or intermediate temperature even with-
out impurities and the existence of the cor-
rection term of the spin-Hall conductivity due
After deriv-

ing the exact expression of the anomalous-

to the spin-Coulomb drag [4].

Hall or spin-Hall conductivity for a multior-
bital Hubbard model with the onsite spin-



Activity Report 2015 / Supercomputer Center, Institute for Solid State Physics, The University of Tokyo

a
»

Fermi-surface

Not applicable

Figure 1: Schematic diagram about the dom-
inant term and damping dependence of the
anomalous-Hall or spin-Hall conductivity.

orbit coupling and the onsite weak-scattering
potential of nonmagnetic impurities, 1 derive
an approximate expression in Eliashberg’s ap-
proximation, which is often used for the re-
sistivity and the Hall coefficient in metals
in the presence of the electron-electron in-
teraction [5], and show that this approxi-
mation is applicable in the high-temperature
and intermedite-temperature region in Fig.
1. As the result, I find that the dominant
term of the anomalous-Hall or spin-Hall con-
ductivity is the Fermi-surface term, resulting
in the temperature depencence in the high-
1 due to the
dependence on the interaction-induced quasi-

temperature region in Fig.

particle damping and the spin-Coulomb-drag-
induced correction of the spin-Hall conductiv-
ity. Then, I construct an approximation be-
yond Eliashberg’s approximation in order to
describe the anomalous-Hall and spin-Hall ef-
fects in the low-temperature region of Fig. 1,
and find that in this region the Fermi-sea term
becomes dominant. In contrast to the Fermi-
surface term, the Fermi-sea term is indepen-
dent of the quasiparticle damping and is not
affected by the spin-Coulomb drag.

The above theoretical research is the first
step towards our thoroughly understanding
of the electron-electron itneraction in the
anomalous-Hall or spin-Hall effect in metals.
In particular, by combining the general formal-
ism with the first-principle calculation, we can

175

analyze the anomalous-Hall or spin-Hall effect
in metals in a realistic way.
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Charge-density wave and exciton condensation
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interaction
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The charge-density wave (CDW) is widely
observed in low-dimensional solids and has
been extensively studied for a long time. Tran-
sition metal dichalcogenides (TMDC) MX, (M
= transition metal, X = S, Se, Te) are one
of the typical CDW materials with a layered
triangular lattice structure. 17-TiSes shows
commensurate 2 x 2 x 2 CDW below T,.=200K
and also shows superconductivity (SC) by ap-
plying pressure or intercalation of Cu atoms.
The origin of the CDW and SC is still contro-
versial and two different mechanism are pro-
posed: exciton condensation and band Jahn-
Teller effect. Although the former is originated
from the Coulomb interaction and the latter is
originated from the elctron-lattice interaction,
they are not separable and closely related with
each other.

In this project, we have studied the two-
band Hubbard model in a two-dimensional
triangular lattice including Coulomb and
electron-lattice interactions to clarify the
mechanism of CDW and possibility of exci-
ton condensation in 17-TiSey [1]. The ground
state property is investigated by variational
Monte Carlo (VMC) method. The Gutzwiller-
Jastrow type wave function is used for elec-
tronic part and the Gaussian type wave func-
tion is used for lattice part of the VMC trial
function. The system sizes for calculation are
from 12x12x2 to 24x24x2.

We have shown that the Coulomb and
electron-lattice interactions cooperately induce
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the CDW phase (Fig. 1). We have also shown
that “pure” exciton condensation without lat-
tice distortion is difficult (not realistic) in 17-
TiSes. This is in contrast to the case of two-
dimensional square lattice, where the pure ex-
citon condensation is widely observed using the
same calculation method [2]. Our result sug-
gests that the stability of exciton condensation
greatly depends on the nesting condition of the
Fermi surface in the normal state. We conclude
that in 17-TiSe; with poor nesting conditon,
both electronic and lattice degrees of freedom
are crucial for the understanding of the quan-
tum phases.

U/t

Figure 1: Ground state phase diagram for in-
traband (U) and interband (U’) Coulomb in-
teractions with electron-lattice coupling g/t =
0.19 [1]. NM, CDWI, and BI denote nor-
mal metal, charge-density wave insulator, and
band insulator.
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Chiral Magnetic Effect in Condensed Matter Systems
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Interface between quantum field theory and
condensed matter physics has been a source of
many important developments. Weyl fermions
and accompanying chiral anomaly is a particu-
larly notable example. Chiral Magnetic Effect
(CME), namely an induction of electric cur-
rent parallel to the applied magnetic field, was
predicted as one of the consequences of chiral
anomaly. With the prediction and subsequent
experimental confirmations of Weyl fermions
realized in actual materials (“Weyl semimet-
als”), there has been a strong interest in ob-
serving the CME in these materials. However,
there are several subtle issues to be addressed
carefully, for the possible observation of the
CME. One of them is that, it is shown rigor-
ously that the electric current vanishes under
a static magnetic field in the equilibrium. This
still leaves the possibility that the CME can be
observed at a non-vanishing frequency. Even
if this is the case, another subtlety is that the
electric and magnetic fields, and electric charge
and current densities have to obey the laws of
electrodynamics.

By solving the Maxwell-Chern-Simons
(MCS) equations, we demonstrated that CME
will qualitatively change transport properties
of matter in rather unexpected ways [1].
We showed that the physically observed
admittance is not simply proportional to
the chiral magnetic conductivity o, (w) as it
has been expected, even when it is governed
by the CME. Furthermore, we found that
the CME-induced AC current is resonantly
enhanced when the cross section matches the

“chiral magnetic length”. Our results imply
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that the electromagnetism is fundamental for
actual transports in Weyl semimetals and
that proposals for their applications to future
electronics need careful considerations on this
issue.

As a concrete setup, we considered the
CME-capable Weyl semimetal in the solenoid
as shown in Fig. 1. We focused on the CME-

Figure 1: Schematic picture of our setup. A
solenoid (radius Rg) is represented as a sur-
face current K between the two vacua. Inside
them, a cylindrical sample (radius ) is placed.

dominant regime and discuss the leading order
in the small-§ expansion, where

wo
KO

The admittance G of a cylinder with length L
was determined as G = —iwC', where

iItet o
~Y

C = ~ .
wLE, pow?L log [Tis}

(2)

Namely, the admittance is universal and does

not depend on material parameters.
Furthermore, the total current 7%°" as a func-

tion of the external magnetic field ~ K was
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obtained as

prov — _Trsolpoars) o <;) .
toJ1(poanrs) log [ans} s

(3)

This shows a resonant enhancement when
Ji(powrs) ~ 0. In FIG. 2, we show I for the
following parameters: poq, = 1[mm™1], w =
100 [Hz], B = 1 [Gauss] assuming rs/Rs ~ 0.

Figure 2: Blue line: Total current I%°*[A]
for parameters poq, = 1mm 1w =
100 [Hz|, B = 1[Gauss|. Red: Ji(poenrs) in
an arbitrary unit. The current is resonantly
enhanced for ry satisfying Ji (uo,rs) = 0 rep-
resented by a dashed line.

While these results have been obtained ana-
lytically, we are now studying various aspects
of the CME in more detail based on numeri-
cal calculations partially using the ISSP super-
computers.
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3.4 Cooperative Phenomena

in Complex Macroscopic Systems
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Super-solidity in 2D Bose Systems
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Motivated by recent experiments on the He-
4 atoms adsorbed on graphite surfaces, we
studied Bosonic models in two dimensions. We
considered two models: (i) a simple model (the
hard-core Bose gas on a honeycomb lattice
with nearest-neighbor repulsion), and (ii) a
realistic model (the Bose particles interacting
with each other by Aziz potential in the
periodic potential mimicking the effect of the
graphite substrate). Using the computational
resources allocated to the present proposal, we
mainly carried out calculations of (i), for which
we summarize in the following what we
achieved in the project. For calculations of (ii),
one of the present authors (Y.M.) writes a
separate report.

We considered the hard-core boson system
on the honeycomb lattice with the nearest
neighbor repulsion and the periodic potential
that forms triangular super-lattice. Specifically,
the model is described by the following

Hamiltonian:

H ——tZ(a a. +hc)+VZnn

(i)

—yZn Jng,nI

Hamiltonian

& =0,6‘)

This naturally  interpolates

between the honeycomb lattice (& = 0) and the
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Fig. 1: The honeycomb lattice with
periodic potential. (& =0 on the red sites

whereas & =& >0 on the blue.)

triangular lattice (& = ). In the former case,
the model is equivalent to the S=1/2
ferromagnetic Heisenberg model showing
with uniform magnetic field and show
only uniformly ordered states.

For the computation, we used our own
code based on DSQSS, the program
package based on the worm algorithm for
the world-line quantum Monte Carlo
simulation. The package is an open-
through

software, available

GitHub under the GPU license.

source

For the present model, we computed

three quantities: the density, the
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superfluid density and the static

structure factor, as functions of the
chemical potential. In these calculations,
we fixed the value of t/V as t/V =0.1,
and varied ¢/V as ¢/V = 0.0, 0.1, 0.2,

0.5 and 1.0.

Our calculation revealed the following.

Near p/V =3, and at all values of ¢/V
the system is in the super fluid phase
where the super current is carried by
particles that mainly reside easy sites
(red sites in Fig.1). Increase in the
chemical potential brings the system into
the 2/3-filling incompressible solid state
through a second order phase transition.
In this solid state, nearly all easy sites
are occupied and red ones are mostly
The is

empty. superfluid density
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negligibly small. Further increase of the
chemical potential does not change the
system until it reaches a discontinuous
phase transition to the second superfluid
phase. This phase persists up to the final
phase transition to the fully occupied
state.
Our results are still in the
preliminary stage, and will need further
investigation before we report our results
in full details. However, our aim is to
systematically modify the discrete lattice
model to closer proximity to the realistic
model for the helium-on-graphite system
that is defined in continuous space,
thereby obtaining information
complementary to the continuous space

simulation.
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Novel phases in frustrated spin systems
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The kagome lattice Heisenberg antiferro-
magnet is a typical example of the two-
dimensional frustrated spin systems. Due to
strong quantum fluctuations, the ground state
of the S = 1/2 quantum spin kagome lattice
Heisenberg model is expected to be a spin-
liquid state without any magnetic long-range
orders. Under magnetic fields, it has been pro-
posed that several magnetization plateaus at
1/9,1/3,5/9, and 7/9 of the saturation mag-
netization appear in the magnetization curve
based on a density matrix renormalization
group (DMRG) calculation [1].
tensor network calculation has also shown the

Recently, a

existence of these magnetization plateaus [2].
On the other hand, based on the exact diag-
onalization (ED) up to 42 sites, Nakano and
Sakai proposed that the expected 1/3 plateau
has peculiar critical exponents compared to
other two-dimensional systems such as the
triangular lattice Heisenberg antiferromagnets
(3, 4].

In this year project, we have investigated the
ground state properties of S = 1/2 kagome lat-
tice Heisenberg antiferromagnet under exter-
nal magnetic fields using a infinite Projected
Entangled Pair State (iPEPS) tensor network
method. In this iPEPS method, we represent
the ground state wave-function as the two-
dimensional network of tensors (Fig. 1). By
optimizing each tensor so as to minimize the
energy, we obtained wave-functions close to the
ground state under magnetic fields. The mag-
netization curve obtained by iPEPS contains
clear 1/9,1/3,5/9 and 7/9 plateaus that are
consistent with the previous calculations. We
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(a) local tensors (b) PEPS wave-function
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‘D *D
D D

D
m+

D

Figure 1: Tensor network representation of the

ground state wave-function for the kagome lat-
tice Heisenberg antiferromagnet.

also investigated effects of the Dzyaloshinskii-
Moriya (DM) interaction, which exists in real
kagome lattice compounds. Our calculation
shows that the plateau width becomes smaller
when we increase the amplitude of the DM
interaction and the plateaus disappear for

D./J > 0.1.
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We have studied the following three phe-
nomena using ISSP super computer this year.

1 Vesicle dynamics induced
by chemical reaction

Some softmatter systems exhibit various shape
transformations induced by chemical reactions,
for example, self-beating gel, self-reproducing
vesicle, and cell-division. Recently we studied
shape transformations of an oil droplet induced
by dehydrocondensation reaction using dissi-
pative particle dynamics simulations [1]. Var-
ious types of shape transformations are found
such as a spherical oil to a tubular vesicle
and toroidal vesicle. Multiple daughter vesicles
generation from the oil droplet is found during
the shape transformation, and this process is
also found in the experimental observations.
To investigate chemical-reaction-induced
shape transformations further, we examine
shape transformations of vesicle induced by hy-
drolysis reaction. The hydrolysis reaction are
modeled as a stochastic process. A forward
chemical reaction (bond breaking) and inverse
chemical reaction (bond binding) are included
in this chemical reaction model. Hydrolysis
reaction changes the number difference of am-
phiphile molecules between two monolayers of
the vesicle, resulting in various shape trans-
formations such as budding and bilayer pro-
trusion into inside of the vesicle (Fig. 1 (a)
bilayer protrusions and (b) budding). We also
found that these shape transformation path-
ways strongly depend on a spatial inhomogene-
ity of reaction products and stress relaxation
time scale, which depends on the bilayer elastic
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modulus and solvent shear viscosity.

(a) (b)

Figure 1: Two snapshots of typical shape
transformations. (a) bilayer protrusions and
(b) budding.

2 Relation between three
membrane surface tensions

Three types of the surface tensions can be de-
fined for lipid membranes: internal tension o
conjugated to real membrane area, mechanical
frame tension 7 conjugated to the projected
area, and “fluctuation tension”, r, obtained
from the fluctuation spectrum of the mem-
brane height. We studied the relation of these
surface tensions using the Monte-Carlo simula-
tion technique for a lattice membrane defined
by a Monge gauge, where the membrane sur-
face is described as a function of height [2]. Tt
involves the exact, nonlinear, Helfrich Hamil-
tonian and a measure correction for excess en-
tropy of the Monge gauge.

Our results for tor the relation between o
and 7 corresponds very well to the previous
theoretical prediction based on a Gaussian ap-
proximation. The fluctuation tension r coin-
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sides with the frame tension with an accuracy
of our simulation. We checked that our con-
clusions are valid for an different ensemble in
which the membrane area is controlled.

3 Shape transformation in-

duced by banana-shaped
proteins

In living cells, membrane morphology is
regulated by various proteins. Many
membrane reshaping proteins contain a
Bin/Amphiphysin/Rvs (BAR) domain, which
consists of a banana-shaped rod. The BAR
domain bends the biomembrane along the rod
axis and the features of this anisotropic bend-
ing have recently been studied. We study
as to how such a local anisotropic curva-
ture induces effective interaction between pro-
teins and changes the global shape of vesi-
cles and membrane tubes using meshless mem-
brane simulations. The proteins are modeled
as banana-shaped rods strongly adhered to the
membrane.

As reported last year, the rod assembly oc-
curs separately in parallel and perpendicular
directions with coupled membrane shape de-
formation at low rod density. This year, we re-
vealed that polyhedral vesicles and polygonal
tubes are stabilized at high rod densities [3].
The discrete shape transition between trian-
gular and buckled discoidal tubes and between
polyhedral shapes are obtained. As line ten-
sion of the membrane edge is reduced, the pro-
tein adhesion induces membrane rupture lead-
ing to high-genus vesicle formation and vesicle
inversion [4]. These shape transformations and
assemblies are not obtained by isotropic inclu-
sions.

We also studied the effects of the sponta-
neous (side) curvature perpendicular to the
rod, which can be generated by protein-
protein and membrane-protein interactions [5].
We revealed that the perpendicular curvature
can drastically alter the tubulation dynamics
from a flat membrane at high protein density
whereas no significant difference is obtained at
low density. A percolated network is inter-
mediately formed depending on the perpen-
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Figure 2: Sequential snapshots of tabulation
from a flat membrane induced by protein rods.
(a) Positive perpendicular rod curvature. (b)
Negative perpendicular rod curvature.

dicular curvature (see Fig.2). This network
suppresses tubule protrusion. The stability of
network structures can be explained by a sim-
ple geometric model. Positive surface tensions
and the vesicle membrane curvature can stabi-
lize this network structure by suppressing the
tubulation. It is known that tubulation dy-
namics can be different even for proteins con-
sisting of the same BAR domains. Our finding
suggests that the interactions between the rest
parts of the proteins can give significant effects.
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Dynamical properties and thermal properties of Kitaev-
Heisenberg models on a honeycomb lattice
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In this project, we studied dynamical
properties and thermal properties of Kitaev-
Heisenberg models on a honeycomb lattice.
Magnetic properties of 4d and 5d transition
metal compounds have attracted much attention
in condensed matter physics. In some materials,
the energy scales of spin-orbit interactions, on-
site coulomb interactions, and crystal fields
compete with each other and such competition
can produce an interesting phase, namely the
Kitaev’s spin liquid. NaylrOs, for instance, is
considered as a candidate for realization of the
Kitaev’s spin liquid. In NalrOs, each Ir*" ion
constituting the honeycomb-lattice network
carries a total angular momentum Jegs =1/2.
Since 1rOg octahedrons are connected by
sharing the oxygen atoms on the edges making
the Ir-O-Ir bond angle nearly 90° three kinds of
anisotropic interactions are expected between
the transition metal ions depending on the
bonding direction. Thus, considering the direct

interactions via overlap of 5d orbits, NayIrOs is

expected to be described by the Kitaev-

Heisenberg model [1] on the honeycomb lattice.

NazIrOz shows an antiferromagnetic zigzag

order below Ty~15 [K]. In a typical Kitaev-
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Heisenberg model, where ferromagnetic Kitaev
and antiferromagnetic Heisenberg interactions
are summed for nearest neighbor pairs, the
zigzag order is not stabilized. Thus, several
magnetic effective models have been proposed
to explain the zigzag order.

In order to discuss the proper model for
NazIrO3, we evaluated the dynamical properties
of five models proposed in Refs. [2-6]. By
using exact diagonalization method, we
calculated dynamical structure factor (DSF) up
to N=32 site cluster. First, we compared the
numerical results for the candidate models [2-6]
and the inelastic neutron scattering results [2].
We found that the model model proposed in the
Ref. [5] can explain the experimental results
well. Next, we calculated the linearized spin-
wave dispersion to discuss the characteristics of
the low-lying magnetic excitations. The
obtained results indicated that the spin-wave
excitations in the magnetic ordered phases fail
to explain the low-lying excitations of the DSFs,
when the system is located in the vicinity of the
Kitaev’s spin liquid phase. In contrast, if the
system is placed in the depth of the magnetic

ordered phase, the low-lying excitation can be
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successfully explained by the spin-wave
excitation. We also studied the temperature
dependence of the specific heat. If the system is
located in the vicinity of the Kitaev’s spin
liquid phase, where the spin-wave picture for
the low-lying magnetic excitations is broken
down, we observe a clear two-peak structure in
the temperature dependence of the specific heat
that is also observed in the Kitaev’s spin liquid
phase. The origin of the two-peak structure in
the specific heat is associated with the
fractionalization of quantum spins, emergence
of two Majorana fermions. Therefore, the
obtained result implies that the two-peak
structure of the specific heat becomes a good
indicator for the closeness to the Kitaev’s spin

liquid phase [8].

Fig 1. Dynamical structure factor of

the effective model for NaslrOs
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proposed in Ref. [5]. Area of circles

corresponds to the scattering
intensity. J Ny the nearest-neighbor
Heisenberg interaction and J nn ~

4.17 [meVl].
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Development of Quantum Monte Carlo Algorithm and

Application to Hardcore Bose System
Akiko Masaki-Kato
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The worm algorithm for quantum Monte
Carlo methods based on the Feynman’s path
integral is capable of global updates of the
worldline configuration and has a broader range
of applicability for quantum lattice model
without the negative sign problem. However
parallelization of the worm algorithm is
nontrivial because of the event-driven process
of updates by single moving-worm. We have
developed the parallelized  multi-worm
algorithm (PMWA) and, in last year, we
presented the numerical recipe of this algorithm
which is described to be applicable for general
quantum lattice model in Ref. [1]. PMWA is
implemented on the directed loop algorithm
(DLA) [2], a kind of the worm algorithm. In
PMWA we execute to measure physical
quantities in configuration space including
many worms introduced by the additional
source field to the Hamiltonian. After the
simulation, we extrapolate the source field to 0
to obtain values without the source field.

This year, we developed the method of
measuring  various

physical  quantities,

especially G-sector measurement i.e. off-

diagonal quantities. Besides we investigated

extrapolation rules of the various quantities. To
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give practical arguments, we focus on hardcore
boson model. We first determined the 3D phase
diagram of the ground state of this model under
the source field (Fig.1) in order to make use of
extrapolation. This phase diagram can be
mapped to S=1/2 spin model under the both
transvers and longitudinal field as shown in Fig.
1. We accurately explored the phase boundary
by finite size scaling with the different system
size up to L=576 and the inverse temperature
B = L/2. To calculate large size we impose the
nontrivial ~ parallelization ~ with ~ domain
decomposition of the configuration space and
the trivial parallelization to calculate statistical
error with 1728 cores of F144 queue. Then we
measure the various quantities of hardcore
boson with/without random potential. We find
that the

integrated  quantities,

e.g.

compressibility and the xx-susceptibility,
rapidly change by small source field, therefore
it is difficult to extrapolate. To improve this
problem we use the modified definition of these
quantities. The modified quantities coincide the
original quantities at 0 limit of the source field
and change relatively slow for the source
field[3].

Moreover, this year, we have opened our



Activity Report 2015 / Supercomputer Center, Institute for Solid State Physics, The University of Tokyo

source codes on a github repository[4] as an
application named “DSQSS” which consist of
not only DLA for serial or trivial-parallel
simulations but also PMWA for nontrivial
parallel simulation. We prepare the manual and
tutorial for calculating Heisenberg models. For
a future work we are planning to unify the DLA
code and the PMWA cod and provide various

tutorials.

Fig. 1:The phase diagram of the ground state of
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the hardcore boson.
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Equilibrium and dynamical properties in glassy
systems

Koji HUKUSHIMA
Department of Basic Science, University of Tokyo
3-8-1 Komaba, Meguro-ku, Tokyo 153-8902

Frustration is a key concept in condensed
matter physics. In particular, the frustration in
classical magnetism caused by competing inter-
actions provides us novel critical and ordering
phenomena such as re-entrant transition. In
many-particle systems, a competition between
local-packing patterns and global crystalliza-
tion can lead to frustration. Such frustration
plays also an important role in structural glass
transition.

In this project, we studied an effect of ge-
ometrical constraints in a lattice glass model.
More specifically, hard rigid rods with k£ suc-
cessive occupied sites are put on a three-
dimensional lattice. This system has no inter-
action except for hard-core repulsion and a pos-
sible phase transition is entropy driven. This
rigid-rods system in two dimensions has been
studied by Ghosh and Dhar. They found that
an orientational long range order occurs at fi-
nite mean coverage of rods in the system for
k > 7. The transition of the orientational
transition is of second order and its univer-
sality class depending on the lattice structure
belongs to two-dimensional Ising model for a
square lattice. In our work, we use the ex-
change MC method for accelerating equilib-
rium process, which allows us to achieve equili-
bration of the system for large sizes. It is found
that, in contrast to the two dimensions, the sys-
tem even with £ = 6 in a simple cubic lattice
exhibits the second-order orientational phase
transition. No explicit interaction between any
two layers is there in the system. Therefore,
the order-parameter distribution has a differ-
ent structure between the systems with k£ = 6
and k > 7. However, finite-size scaling analysis
reveals that the systems share a common uni-
versality class, independent of the value of k,
which belongs to three-dimensional three-state

antiferromagnetic Potts model.

Another topic is a development of Markov-
chain Monte Carlo (MCMC) algorithms. Some
simple algorithms with local updates including
the original Metropolis algorithm frequently
suffer from difficulties of slow relaxation The
cluster algorithms are one of the promising
ways for overcoming the slow relaxation, but
unfortunately they do not work in frustrated
spin systems. Recently, another type of al-
gorithms has attracted great interests, which
does not rely on the detailed balance condi-
tion. The event-chain Monte Carlo (ECMC) al-
gorithm is one of such algorithms breaking the
detailed balance condition. ECMC is proposed
originally for hard-sphere systems and is sub-
sequently generalized for more general particle
systems such as soft-sphere and Lennard—Jones
particles and continuous spin systems such as
XY and Heisenberg spin models[1]. We applied
ECMC to a Heisenberg ferromagnetic model in
three dimensions and found that it enables to
reduce the dynamical exponent from a conven-
tional value z = 2[1]. Furthermore, using a
large scale simulation with ECMC, phase tran-
sitions in a Heisenberg spin model of a chiral
helimagnet with the Dzyaloshinskii-Moriya in-
teraction in three dimensions are studied. In
the presence of a magnetic field perpendicu-
lar to the axis of the helical structure, it is
found that there exists a critical point on the
temperature and magnetic-field phase diagram
and that above the critical point the system ex-
hibits a phase transition with strong divergence
of the specific heat and the uniform magnetic
susceptibility[2].

[1] Y. Nishikawa, M. Michel, W. Krauth, K.
Hukushima: Phys. Rev. E92, 063306 (2015).

[2] Y Nishikawa, K Hukushima: arXiv preprint
arXiv:1603.04200
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Entanglement and Quantum Phase Transition in

Quantum Spin Systems

Synge Todo
Department of Physics, University of Tokyo, Tokyo 113-0033, Japan
Institute for Solid State Physics, University of Tokyo, Kashiwa, 277-8581, Japan

Quantum phase transitions are phase transi-
tions between two different ground states that
are triggered by quantum fluctuations at ab-
solute zero temperature. We develop various
novel and powerful techniques to tackle var-
ious exotic quantum critical phenomena ob-
served in quantum spin systems and performed
large-scale and high-precision simulations on
the ISSP supercomputer system.

Critical Phenomena of quantum sys-
tems with strong spatial and temporal
anisotropy: we have developed a generic
method that can automatically optimize the
aspect ratio of the system by the combina-
tion of the quantum Monte Carlo method and
the machine learning technique, and applied
to the two-dimensional Bose-Hubbard model
We

also extended our method to systems with

with dynamical exponent z > 1 [1].

quenched randomness and studied the dynami-
cal property of the Superfluid-Bose-Glass tran-
sition.

Analysis of quantum phases and quan-
tum phase transitions by local Zy Berry
phase: we have developed a new quantum
Monte Carlo technique for calculating the over-
lap of two wave functions (including phase fac-
tor), and applied it to the local Zy Berry phase
that is a topological order parameter for low-
dimensional quantum magnets.

Critical phenomena of long-range inter-
acting spin model: using the O(N) clus-
ter algorithm, we have precisely studied the
critical exponents and critical amplitudes of
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the long-range interacting spin model on the
square lattice, and established the non-trivial
dependence of the critical exponents on the ex-
ponent of interaction o.

QMC level spectroscopy: It is hard to esti-
mate the gap precisely in the quantum Monte
Carlo simulations because it is not simply ex-
pressed by an average with respect to the
Boltzmann distribution. We devised an un-
biased and reliable gap-estimation method in
the worldline quantum Monte Carlo simula-
tions [2].
of the spin-phonon model is described by the

It was shown that the criticality

Wess-Zumino-Witten model and the quantum
nature of the lattice degrees of freedom is es-
sential to the one-dimensional quantum spin or
spinless fermion systems.

The programs used in the present re-
search projects have been developed based
on the open-source libraries: ~ALPS [3],
ALPS/looper [4], BCL [5], worms [6], etc.
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Estimation of spin-spin interactions from

magnetization process by Bayesian inference

Ryo TAMURA
Computational Materials Science Unit, National Institute for Materials Science,
1-1 Namiki, Tsukuba, Ibaraki, 305-0044

The importance of data-driven technique us-
ing the machine learning has been well recog-
nized in both academic and industrial fields.
By using the machine leaning, we can estimate
an appropriate governing equation by finite
observable data sets. In the condensed mat-
ter physics, the machine learning techniques
have been used for such as interpolating Den-
sity Functional Theory (DFT)[1] and Dynam-
ical Mean-Field Theory (DMFT)[2] calcula-
tions, and for model selection of strongly cor-
related systems[3] and the Ginzburg-Landau
equation[4].

We developed a method for estimating spin-
spin interactions in the Hamiltonian from a
given magnetization process by the machine
learning based on the Bayesian statistics[5]. In
the estimation method, plausible spin-spin in-
teractions that explain the given magnetiza-
tion process are determined by maximizing the
It is obtained as the
conditional probability of the spin-spin inter-

posterior distribution.

actions for a given magnetization process with
observation noise.

The efficiency of the estimation method was
tested for a case of synthetic magnetization
process data obtained by the classical Heisen-
berg model. In this research, we used the
Markov chain Monte Carlo (MC) method and
the exchange MC method to analyze the poste-
rior distribution. The combination of Markov
chain MC and exchange MC methods makes
a significant contribution to finding the global
maximum of the posterior distribution in sys-
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tems where many local maxima exist. Results
showed that the developed estimation method
enables estimation of the spin-spin interactions
with high accuracy and, in particular, the rel-
evant terms of the spin-spin interactions are
successfully selected from among redundant in-
teraction candidates by using [y regularization
in the prior distribution:

K
P(x) o< exp (‘A > |=’Ek|> ; (1)
k=1

where {z} denotes the set of spin-spin interac-
tions and K is the number of spin-spin interac-
tions we consider. The inference scheme using
the prior distribution is called Least Absolute
Shrinkage and Selection Operator (LASSO)|6]
and the value of A\ controls the strength of reg-
ularization. We would like to emphasize that
the framework of our estimation method can
be used not only for magnetization processes
but also for any measured data as the input
data.

This work was done in collaboration with
Koji Hukushima (The University of Tokyo).
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Impurity effect on magnetocaloric effect in

Gadolinium alloy

Ryo TAMURA
Computational Materials Science Unit, National Institute for Materials Science,
1-1 Namiki, Tsukuba, Ibaraki, 305-0044

Cooling phenomena are widely used in ev-
eryday applications, such as food storage and
medical treatment, and also in technology for
next-generation electronics, such as hydrogen-
fuel cells and quantum information process-
ing. Thus, high-performance cooling tech-
nology has been actively developed for many
fields.
candidate for next-generation cooling technol-

Magnetic refrigeration is a promising

ogy that can solve environmental and noise
problems. The key to the magnetic refrig-
eration is the change of magnetic entropy in
magnetic materials under different magnetic
fields, which is known as the magnetocaloric

effect[1, 2, 3].

The Active Magnetic Regeneration Refriger-
ation (AMRR) cycle is a typical cycle to per-
form magnetic refrigeration. In this cycle, the
multiple magnetic materials are used. In each
magnetic material, the temperature exhibiting
the maximum magnetic entropy change is dif-
ferent. Then, to change the temperature at
which the magnetic entropy change becomes
maximum is important for practical applica-
tions of magnetic refrigeration with various
temperature range. In order to control this
temperature, the impurity effect has been of-
ten considered. In general, the maximum mag-
netic entropy change is realized around the
phase transition temperature in each magnetic
material. Thus, using the impurity effect, the
phase transition temperature can be changed.
We studied the impurity effect on the magne-
tocaloric effect for the Gadolinium alloy [4].
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Gadolinium alloy is a ferromagnetic material
with the Curie temperature which is around
the room temperature and is a typical mag-
netocaloric material. In order to clarify the
impurity effect in Gadolinium alloy, we con-
sidered that some of the Gd ions are substi-
tuted for non-magnetic ions. By using Monte
Carlo simulations, we calculated, depending on
the concentration of non-magnetic ions, spe-
cific heat and magnetic entropy change of the
S = 7/2 Ising model as an effective model of
Gadolinium alloys. The obtained results were
compared with experimental results in the Gd-
R alloy (R =Y, Zr). The results showed that
the Curie temperature linearly decreases with
the concentration of non-magnetic ions in the
effective model, which was observed in the Gd-
R alloy.

This work was done in collaboration with
R. Arai (Chiba University), H. Fukuda (Chiba
University), J. Li (Chiba University), A. T.
Saito (Toshiba Corporation), S. Kaji (Toshiba
Corporation), H. Nakagome (Chiba Univer-
sity), and T. Numazawa (NIMS).
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Randomness-induced quantum spin-liquid behaviors
in the frustrated spin-1/2 Heisenberg antiferromagnets
on two-dimensional lattices

Hikaru Kawamura, Kazuki Uematsu and Tokuro Shimokawa

Graduate School of Science, Osaka University, Toyonaka 560-0043

The quantum spin-liquid (QSL) state
possibly realized in certain S=1/2 frustrated
magnets has attracted interest of researchers.
After a long experimental quest, several
candidate materials were recently reported in
certain  geometrically frustrated magnets,
including both the triangular-lattice and the
kagome-lattice antiferromagnets (AFs).

In our 2013 and 2014’s project, with
examples of triangular-lattice S=1/2 organic
k -(ET)2Cuz(CN)3

EtMes;Sb[Pd(dmit),], and the kagome-lattice

salts such as and
AF herbertsmithite CuzZns(OH)¢Cl, in mind,
we investigated the properties of the bond-
random S=1/2 AF Heisenberg model on the
triangular and the kagome lattices by means of
an exact diagonalization (ED) method. The
Hamiltonian is given by X > J;; S; Sj where the
nearest-neighbor exchange coupling J; is
assumed to obey the bond-independent uniform
distribution between [(1- 4)J, (1+ 4)J] with the
mean J. The parameter A represents the extent
of the randomness.

We then found that the model exhibited a
randomness-induced gapless QSL behavior at

low temperatures [1,2]. This “random singlet”
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state explains many of the experimental
features observed in the triangular organic salts
and the kagome herbertsmithite.

In this year’s project, we extend these
calculations for the AF bond-random S=1/2
Heisenberg models in three directions. First, in
order to get further detailed information on the
nature of spin correlations in the random-
singlet state, we newly compute static and
dynamical spin structure factors S(q) and S(q,
) by the ED method both for the triangular
and the kagome models [3]. As an example, we
show in Fig.1 the computed static spin structure
factor S(q) of the random kagome-lattice model
of /=1

Second, we newly computed several finite-
temperature properties of both the random
triangular and kagome models by means of the
TPQ (thermal pure guantum state) method for
lattices considerably larger than those obtained
by the standard ED method. The obtained new
data have confirmed and strengthened our
earlier conclusions about the gapless nature of
the random-singlet state, including the T —linear
low-T specific heat and the gapless behavior of

the susceptibility with a Curie tail, also
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revealing some new features [4].

Fig. 1: The ground-state spin structure factor S(q) in
the (g.0,) plane in the random singlet state of the
random kagome model with J=1. The system size is

N=30.

Third, in order to get a wider view on the
generality of the random-singlet state, and
especially, to understand how frustration and
randomness cooperate to realize the phase, we
also studied the properties of the S=1/2 random
Heisenberg model on the honeycomb lattice
with the next-nearest-neighbor interaction (J;-
J, model) in comparison with those of the
[5]-

interesting

triangular and the kagome lattices

Honeycomb lattice might be

because of its potential to sustain enhanced
fluctuations originating from the weak
connectivity of the lattice (small number of

nearest neighbors, z=3). We draw a T=0 phase
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diagram in the plane of frustration (J;) and
randomness (1) plane by means of the ED
method, and the result is shown in Fig.2. One
sees that the random-singlet phase appears in a

wide region of the phase diagram.

Fig. 2: The ground-state phase diagram of the J;-J,
random kagome model in the frustration (J,) vs.

randomness () plane.
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Effects of inhomogeneity in the one-dimensional Burridge-
Knopoff model of earthquakes

Hikaru Kawamura and Jun Akutagawa

Graduate School of Science, Osaka University, Toyonaka, Osaka 560-0043

An earthquake is a stick-slip dynamical
instability of a pre-existing fault driven by the
motion of a tectonic plate. Numerical

simulations of earthquakes based on a

simplified statistical model, the so-called

Burridge-Knopoff (BK) model, has been
popular in statistical physics and provided
much information about statistical properties of
earthquakes. Some of the properties of the BK
model was reviewed in Ref.[1].

Earthquake, not doubt, is quite a complex
phenomenon. One fundamental question is
where its complexity is originated from. In one
view, complexity of earthquakes is originated
from the complexity or the heterogeneity of the
fault, including the complexity of material
properties such as the elastic and the frictional
properties, or the complexity of the shape and
geometry of the fault, etc. In the other view, the
apparent complexity of earthquakes is self-
generated even from simple uniform
parameters via its nonlinear dynamics. It would
be very important to understand which of these
two contrasting views is appropriate or
dominant in real earthquakes. In this year’s
project, we take the first step toward the

understanding of the role of inhomogeneity in
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earthquake occurrence.

The model studied is the one-dimensional
BK model under the rate-and-state friction law,
where the step-type inhomogeneity is assumed
in the frictional parameter b, i.e., the b
parameter in the left half is taken smaller than
that in the right half, Dier < brigne. In Fig.1, we
show the probability that a given block
becoming an epicenter for each type of events
including 1) small events, 2) large unilateral
events propagating left, 3) those propagating
right, and 4) large events propagating to both

sides. One sees that seismicity here is quite

anisotropic.
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Fig.1  The number of events plotted versus the

epicenter-block number of the event.
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Entanglement in A Solvable Quantum System
— A Generalized Cluster-Ising Model —

Shu TANAKA
Waseda Institute for Advanced Study, Waseda University
1-6-1, Nishi-Waseda, Shinjuku-ku, Tokyo, 169-8050 Japan

Entanglement is an important concept
in quantum information science, statistical
physics, and condensed matter physics. Entan-
glement can be quantified by the entanglement
entropy and entanglement spectrum. The en-
tanglement entropy is obtained by the reduced
density matrix which is calculated by tracing
out the degree of freedom in a part of a sys-
tem we consider. The entanglement entropy
diverges logarithmically with the system size
when the system is a one-dimensional critical
system. On the contrary, the entanglement en-
tropy converges to a particular value when the
system is gapped. The entanglement spectrum
is also obtained by the reduced density ma-
trix, which characterizes topological properties
of quantum systems.

We proposed a new one-dimensional topo-
logical model called a generalized cluster-Ising
model [1] whose Hamiltonian is given by

XZX T _z x
—J Y ofotiiohs
i
YY Yy
—J ZaiaiJrl
i

—JYAYY atoial,. (1)
:

H =

In this model, topological phase transitions
The
phase boundaries can be determined analyt-

appear depending on the parameters.

ically since the above model can be trans-
We
identified each phase by some order parame-

formed into a free fermion model[l, 2].

ters obtained by the time-evolving block deci-
mation method for infinite systems (iTEBD).
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Entanglement properties of the model were
also investigated by the exact diagonalization
method. We found that the number of degen-
erated ground states corresponds to the num-
ber of the lowest eigenvalues of the reduced
density matrix.

Next, we studied the dynamic behavior of
the model under the sweep dynamics in which
an interaction parameter changes with a finite
speed. We found that the topological blocking
phenomenon occurs at the topological phase
transition point.

We expected that the obtained results are
related to the quantum information processing
based on the Ising model.

This work was done in collaboration with
Takumi Ohta (YITP, Kyoto University), Ippei
Danshita (YITP, Kyoto University), and
Keisuke Totsuka (YITP, Kyoto University).
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Quantum Phase Transition of the Spin Nanotubes
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L Graduate School of Material Science, University of Hyogo,
Kouto, Kamigori, Hyogo 678-1297, Japan
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Recently some quantum spin systems on
tube lattices, to called spin nanotubes, have
been synthesized. They are expected to be in-
teresting low-dimensional systems like the car-
As the first step of thoreti-
cal study on the spin nanotube, we investigate
the S=1/2 three-leg spin tube, which is the
simplest one, using the density matrix renor-

bon nanotubes.

malization group (DMRG) and the numerical
exact diagonalization (ED), conbined with a
precise finite-size scaling analysis named level
spectroscopy[l]. The spin gap, which is one
of the most interesting macroscopic quantum
effects, was revealed to be open due to frus-
tration for sufficiently strong rung exchange
couplings, in contrast to the three-leg spin
The criti-

cal point of a quantum phase transition be-

ladder system which is gapless.

tween the gapped and gapless phases was esti-
mated. It is consistent with the previous effec-
tive Hamiltonian approach[1]. We also found a
new quantum phase transition to another spin-
gap phase caused by the ring exchange inter-
action. In addition we theoretically predicted
some new field-induced quantum phase tran-
sitions. A chirality-mediated novel supercon-
ductivity mechanism is also proposed[2, 3].

The recent numerical diagonalization and
finite size scaling analyses on the S=1/2
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three-leg spin tube indicated a new quantum
phase transition between the 1/3 magnetiza-
tion phase and the plateauless one, with re-
spect to the coupling anisotropy. The phase
diagram at 1/3 of the saturation magnetiza-
tion was presented|[4].
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Field-Induced Quantum Phase Transition in the
Kagome-Lattice Antiferromagnet
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The kagome-lattice antiferromagnets have
attracted a lot of interest in the field of the
low-temperature physics. It exhibits some ex-
otic field-induced phenomena, like a magneti-
zation plateau, jump etc. Our previous large-
scale yumerical exact diagonalization study on
the S=1/2 kagome-lattice antiferromagnet re-
vealed that a novel field-induced phenomenon,
”the magnetization ramp”, occurs at 1/3 of the
saturation magnetization[l]. It is character-
ized by different critical exponents between the
lower-field and higher-field sides of the magne-
tization curve[2]. In order to clarify unconven-
tional properties around the 1/3 magnetiza-
tion, we considered some extended lattice mod-
els; a distorted kagome lattice and distorted
triangular lattice etc[3]. The ground-state
magnetization curve recently obtained by the
numerical exact diagonalization up to 42-spin
clusters is also presented to estimate the shape
in the thermodynamic limit. Our numerical
exact diagonalization study also indicates that
the ground state of the kagome-lattice antifer-

romagnet is gapless quantum spin liquid.

The recent critical exponent analysis up to
42-spin cluster still confirmed the unconven-
tional magnetization behavior around the 1/3
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magnetization plateau-like anomaly; the field
derivative is infinite at the low-field side, while
it is zero at the high-field side[4].
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Protein-folding Simulations by Efficient Sampling Algorithms

Yasuteru Shigeta

Center for Computational Sciences,
University of Tsukuba, 1-1-1 Tennodai, Tsukuba, Ibaraki 305-8577

In  recent progress in protein-folding
simulations, force fields for the all-atom model
have been updated extensively. Although
further refinements might still be needed to
improve accuracy, most current force fields are
capable of folding proteins in good agreement
with  experimental data, indicating that
semiempirical atomic force fields are accurate
enough to simulate protein folding. However, it
is expensive

computationally to produce

statistically reliable trajectories of protein
folding to reach a typical folding time scale, i.e.,
milliseconds, because the time step for MD is
typically 1 fs, so that 10%? iterations of the
integration are required. Generally, the
accessible time scale traced by the laboratory-
level computer resources might be several
hundreds of nanoseconds, which is far from the
timescale for protein folding.

For this problem, We have recently
proposed a series of methods as simple yet
powerful conformational resampling methods
[1]. In these methods, initial structures of the
conformational resampling are selected as
seeds by referring to several measures, and then

short-time MD simulations from the selected
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seeds with different initial velocities from a
previous run are performed. Cycles of the
above selection and resampling are repeated
until convergence of predefined criteria is
reached. For rare event searches, a key point is
how to select appropriate seeds with
sufficiently high potential to make structural
transitions, where measures should be given a
priori so as to characterize the structural
transitions of interest. We further performed
applications of our methods to several
biological systems, such as domain motions of
proteins with large-amplitude fluctuations,
conformational transitions upon ligand binding,
and protein-folding/refolding [2]. We have also
proposed an automatic detection of relevant
reaction coordinates for protein folding on the

basis of the algorithm used in our method [3].
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Efficient Sampling Simulation of
the Soft Modes Significantly Contribute to Protein Properties

Jacob SWADLING, Kazuhiro TAKEMURA, Yasutaka NISHIHARA,
Hisham DOKAINISH, Duy TRAN, Chika SATO, and Akio KITAO
Institute of Molecular and Cellular Biosciences, University of Tokyo

We will report our findings about hairpin loops
using Replica Exchange Molecular Dynamics
(REMD)' this year.

Hairpin loops are one of the most
common secondary structural motifs found in
RNA.? DNA hairpins, on the other hand, rarely
occur in nature and as a consequence are far less
studied. Our current work represents an in-depth
computational comparison of the thermodynamics,
structure formation and kinetics of these important
secondary structures. We have used REMD to
the energy of
single-stranded RNA and DNA, of sequence:

5’-UUUAACC(U);sGGUU-3’
5’-TTTAACC(T)1sGGTT-3’
Each model consisted of 108 replicas of 32,522

elucidate free landscapes

atoms, simulated at temperatures ranging from 270
- 500 K for 1 ps.

REMD is a state-of-the-art method for the
study of protein and RNA folding. REMD consists
of M noninteracting replicas of the original system
the ensemble M different
= 0,...,M). The trajectory of

in canonical at
temperatures T (m
each independent replica is computed using MD.
Adjacent replicas exchange temperatures according
to a Boltzmann probability distribution. REMD
essentially runs N copies of the system, randomly
initialised, at different temperatures. Then, on the
basis of the Metropolis criterion, configurations are

exchanged at different temperatures. The idea of
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this method is to make configurations at higher
temperatures available to the simulations at lower
temperatures and vice versa. This results in a very
robust ensemble that is able to sample both low-
and high-energy configurations. REMD produces
enhanced sampling over single trajectory MD
because fixed-temperature conformations are much
more easily trapped in local energy minima.

Our

reproduced many findings from single-molecule

simulations  have  successfully
fluorescence experiments. Our simulations have
added new insight and predictions to experiment,
such as the complete structural distribution of
folded, unfolded and misfolded conformations, that
were previously unknown.

Melting temperatures visible in figure 1

show a difference of approximately 15 K between
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Fig 1 Melting curves based on average fraction of

end-to-end distances greater than 2 nm, for RNA
and DNA.
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Fig 2 Free energy surface for RNA and DNA, shown as radii of gyration and end-to-end distances. The

shading shows the relative population of that area of conformational space, with the darker area being

more populated.

RNA and DNA,
which corroborates with the values taken from
single-molecule fluorescence experiments.

The free energy surfaces shown in figure 2
show the different areas of conformational space
that RNA and DNA occupy. RNA structures occupy
a smaller area of conformational space than DNA,
corresponding to structures that have shorter
end-to-end distances and smaller radius of gyration
— indicating that RNA favours a more compact
folded conformation over DNA. In comparison
DNA conformations display a broad distribution
occupying more space in the unfolded regime.

The distribution of persistence lengths (a
basic mechanical property quantifying the stiffness
of a polymer) show DNA is much stiffer than RNA
and occupies a narrower distribution of lengths.
This data agrees with the accessible conformational
space of the two nucleic acid strands. The stiffness
of the

differences between the melting temperatures of the

sequence plays a significant role in

two nucleic acid analogues.

Folded DNAs are much less studied than
RNAs but have been found to play an important
role in replication, transcription regulation, and
recognition. More recently, they were shown to be

used as recombination sites. The structural diversity
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Fig 3 Distribution of Persistence lengths for

DNA and RNA at 300 K.
of RNA also contains information about biological
processes that regulate biological functions.?
Characterisation of the structural diversity and
kinetics of folding will help our understanding of
the fundamental role of RNA in biology. By
comparing with a DNA analogue, we can realise the

origins of unique RNA folding process.
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Tensor network calculation on two-dimensional

quantum spin models

Kenji HARADA
Graduate School of Informatics, Kyoto University, Kyoto 606-8501, Japan

Recently, the development of tensor network
algorithm is very active. However, if we use
the tensor network for applying the interesting
problem in the condensed matter physics, we
need high computational resources. To resolve
this issue, we need to develop the parallel li-
brary for general tensor network computations.

In this year, we mainly focus on building
a library of parallel tensor computations for
general tensor network algorithms. If we de-
fine two composite indices by splitting the ten-
sor indices into two groups, we can always re-
gard a tensor as a matrix. Thus, most oper-
ations of tensors can be rewritten as matrix
computations temporarily derived from orig-
inal tensors. For example, the basics calcu-
lation of tensors is a tensor contraction. It
can be rewritten as a matrix multiplication
of temporal matrices. Based on a transforma-
tion between tensor and matrix, we often use
various matrix algorithms in a tensor network
algorithm: singular value decomposition, QR
decomposition, and so on. Therefore, we can
build our parallel library of tensor calculations
on a parallel computational library for large-
scale matrix calculations.

ScaLAPACK][1] is a
performance linear algebra routines for par-
There
implementations on large-scale

library of high-

allel distributed memory machines.
are many
distributed-memory machines as the system
B on ISSP. Thus, we choose ScaLAPACK as
the basics parallel matrix library for our ten-
sor library. In detail, ScaLAPACK is built
on PBLAS (Parallel BLAS)[2] library for dis-
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tributed matrices. We define a distributed ten-
sor as a distributed matrix of PBLAS. To cal-
culate a tensor contraction, we first prepare
two distributed matrices by using data trans-
formations based on MPI routines, and we call
a PBLAS Level 3 routine to a matrix mul-
tiplication on a distributed-memory machine.
Since PBLAS Level 3 routines are highly opti-
mized by vendors of supercomputers, the per-
formance except for data transformations is
good. Even if we consider the data transfor-
mation time, the use of PBLAS Level 3 is a
good solution.

We have a plan to open our library with
APIs similar to NumPy library of Python lan-
guage in near future.
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Numerical study on low-energy states
of quantum spin systems

Hiroki NAKANO
Graduate School of Material Science, University of Hyogo
3-2-1 Kouto, Kamigori-cho, Ako-gun, Hyogo 678-1297, Japan

Since it is often di  cult to estimate presicely
physical quantities in systems of many-body
problems in condensed matter physics, nu-
merical approaches become more important.
Under circumstances, computational studies
have contributed much to our deeper under-
standing of such quantum systems. When
quantum spin systems in spatial dimensions
larger than one include frustrations, unfor-
tunately, numerical studies are still di cult.
The reason for this di culty is that such sys-
tems cannot be treated by the density ma-
trix renormalization group (DMRG) calcula-
tions and the quantum Monte Carlo simu-
lations. Only the numerical diagonalization
method based on the Lanczos algorithm is gen-
erally valid for such frustrated quantum spin
systems in dimensions larger than one. This
method, however, has a weak point. In this
method, only very small system sizes can be
treated. In order to overcome this disadvan-
tage, we successfully developed a hybrid-type
parallelized code of Lanczos diagonalization|[1].
We study quantum spin systems using this
Lanczos-diagonalization code we developed as
a primary approach. Some quantum spin sys-
tems are examined from various points of view.

The primary study of this year in the present
project examines the magnetization jump in
the magnetization processes in the S = 1/2
Heisenberg antiferromagnet on the square-
kagome lattice with a distortion[2]. The mag-
netization jump was originally observed in the
case without the distortion[3]. Within the
study of [3] examining the nite-size systems
up to 36 sites, however, the skip of the jump
OM in a nite-size system is detected up to
0M = 2. Only the skip 0M = 2 cannot deny
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the possibility that this jump appears owing
to the formation of the spin-nematic state be-
cause this state is a two-magnon bound state.
Then, we attack calculations for a system with
larger size of 42 sites and successfully obtain
the magnetization processes of the cases with-
out and with a distortion. Our result for the
undistorted system of 42 sites shows the same
skip of M = 2. When we introduce small dis-
tortion into the square-kagome lattice, on the
other hand, we successfully observe the skip
of M = 3 in the 42-site system. This result
indicates the exclusion of the possibility that
this jump appears owing to the formation of a
two-magnon bound state. This result also sug-
gests that the magnetization jump is a macro-
scopic phenomenon which survives in the ther-
modynamic limit. The same behaviors of the
jump are observed in the Heisenberg antifer-
romagnets on the Cairo-pentagon-lattice[4, 5],
the v/3 +/3-distorted kagome lattice[6, 7], and
the Shuriken-bonded honeycomb lattice[6]. In
these systems, however, only the nite-size
jump of 6M = 2 are detected. Further stud-
ies by calculations of larger sizes on these lat-
tices will be required to clarify the behavior of
the magnetization jump in the thermodynamic
limit. Such studies will contribute to our un-
derstandings of this magnetization jump and
the nontrivial e ect of frustration in magnetic
materials.

References

[1] H. Nakano and A. Terai: J. Phys. Soc.
Jpn. 78 (2009) 014003.

[2] H. Nakano and T. Sakai: J. Phys. Soc.
Jpn. 84 (2015) 063705.



Activity Report 2015 / Supercomputer Center, Institute for Solid State Physics, The University of Tokyo

[3] H. Nakano and T. Sakai: J. Phys. Soc.
Jpn. 82 (2013) 083709,

[4] H. Nakano, M. Isoda, and T. Sakai: J.
Phys. Soc. Jpn. 83 (2014) 053702.

[5] M. Isoda, H. Nakano, and T. Sakai: J.
Phys. Soc. Jpn. 83 (2014) 084710.

[6] H. Nakano, Y. Hasegawa, and T. Sakai:
J. Phys. Soc. Jpn. 83 (2014) 084709.

[7] H. Nakano and T. Sakai: J. Phys. Soc.
Jpn. 83 (2014) 104710.

207



Activity Report 2015 / Supercomputer Center, Institute for Solid State Physics, The University of Tokyo

Numerical study of the low-lying excited state in low-

dimensional frustrated magnetism
Tokuro SHIMOKAWA and Hikaru KAWAMURA

Faculty of Science, Osaka University

Machikane-yama, Toyonaka Osaka 560-0043

Recent theoretical studies have
suggested that the effect of bond
randomness could be the origin of
the observed quantum spin liquid
behaviors. Such a
induced QSL is called “random-
singlet (RS) state”. It has been
reported that the RS state might be
realized in the S=1/2 random-bond

antiferromagnetic (AF) Heisenberg

randomness-

models on the triangular and
kagome lattices [1][2][3], and the
possible 1importance of quenched
randomness has been pointed out
for understanding the observed
QSL-like behaviors in herbertsmi-
thite ZnCus(OH)sCls
organic salts such as « -(ET)2Cus(C
N); and EtMesSb[Pd(dmit)a]o.

In this study, we have investigat-

and some

ed the low-lying excited properties
from RS state by using thermal
pure quantum (TPQ) state method
[4]. This TPQ method enables us to
treat larger finite-size clusters than
those treated with the exact
diagonalization (ED) method. More

concretely, the total number of spins

208

Nwe treated 1s V=18, 24, 30.
Previous ED calculation results

[1][2] with size (INV=18)

clusters exhibited the 7'linear

specific heat and gapless magnetic

small

susceptibility with Curie like beha-
vior in the RS state. In this study,
we have computed the specific heat
and magnetic susceptibility in lar-
ger size (N=18) systems. Figs. 1
show the calculation results of the
specific heat (a) and the magnetic
suscep-tibility (b) of the S=1/2
random-bond AF Heisenberg model
on the triangular lattice. Here, A
means the randomness parameter:
A=0 and A=1 cases correspond to
the regular and maximally random
cases, (Details
shown ref. [1][2][3]) We can see

clearly 7'linear specific heat at low-

respectively. are

temperature region and gapless
magnetic susceptibility with Curie-
like behavior in stronger random-
in N>18 size
systems. We can also confirm these
behaviors in Fig.2 (a) and Fig. 2 (b)

exhibiting the numerical results of

ness system even
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S=1/2 random-bond AF Heisenberg
model on kagome lattice.

Our TPQ calculations have been
performed by using CPU and FAT
nodes of system B. The parallel
computing technique with OpenMP

has been employed.
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Figure 1: Temperature dependence of specific heat (a) and magnetic

susceptibility (b) of the triangular-lattice Heisenberg antiferromagnet for

several values of the randomness A4=0, 0.6, 1.0.

Figure 1: Temperature dependence of specific heat (a) and magnetic

susceptibility (b) of the kagome-lattice Heisenberg antiferromagnet for

several values of the randomness A4=0, 0.4, 1.0.
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Numerical study of the novel magnetic phenomenon

on the honeycomb magnetism

Tokuro SHIMOKAWA, Hikaru KAWAMURA and Kazuki UEMATSU
Faculty of Science, Osaka University
Machikane-yama, Toyonaka Osaka 560-0043

Motivated recent theoretical study [1]
that the classical triangular-lattice Heisenberg
model exhibit several types of multiple-q states
including the triple-q state corresponding to
skyrmion-lattice state, we here investigate
the possibility of the realization of multiple-¢
state in the J;-Jo classical honeycomb-lattice
Heisenberg model.

The Hamiltonian of the honeycomb-lattice

Heisenberg model is given by,

lesl‘-Sj—i-JQZSi'Sj
(6,5) ((&.3))

- H) S, (1)

H:

where 32 5y and ) ;) mean the sum over
the nearest-neighbor and the second-neighbor
pairs, respectively. Here, J; and Jy are both
antiferromagnetic interactions and H is the
magnetic field intensity. By using monte carlo
(MC) method based on the heat-bath method
combined with the over-relaxation and replica
exchange methods, we have revealed the real-
ization of several multiple-g orders on the hon-
eycomb lattice under the magnetic field. In
this study, we have focused on the region of
1/6 < JQ/Jl <0.3.

In the case of Jy/J; = 0.3, we have con-
firmed clearly several types of mutiple-¢q states
including single-q, double-q and triple-q states.
We have found the appearance of two types of
single-q states characterized by different direc-
tions of g-vector. According to our calculation
results of static spin structure factor, we have
found that the direction of single-q state ap-
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pearing at lower (higher) magnetic field is the
nearest (second-nearest) neighbor one. Previ-
ous study by the low-temperature expansion
and monte carlo methods reported that the
nearest neighbor direction is selected by ther-
mal fluctuation under zero magnetic field in
the case of Jy/J; = 0.3 [2]. The direction of
g-vector is switched from the nearest-neighbor
direction to the second-nearest direction by the
thermal fluctuation under the high magnetic
field. This switching behavior could be under-
stood qualitatively by our results of the low-
temperature expansion under magnetic field.

In contrast to the result of triangular-lattice
Heisenberg model, our triple-q state in the
honeycomb-lattice model does not correspond
to the skyrmion state. The spin configuration
of the triple-g state in this honeycomb model
forms meron-like structure. The difference be-
tween the honeycomb and triangular model are
understood qualitatively within a mean-field
analysis.

Our computational results were obtained by
using CPU node of system B. Our MC code
are executed in parallel by using OpenMP.
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Study of Quantum Phases in Triangular
Kitaev-Heisenberg Model

Takami TOHYAMA
Department of Applied Physics, Tokyo University of Science, Tokyo 125-8585

The Kitaev-Heisenberg (KH) model on hon-
eycomb lattice is suggested as an effective
model for (Na,Li)2IrO3. Not only honeycomb
lattice but also triangular lattice has attracted
much attention from both the theoretical and
experimental viewpoints. From the experi-
mental side, Baglr'TisOg has been suggested as
a possible candidate of a spin-liquid material
with the triangular-lattice structure. Theoret-
ically, because the KH model on the triangu-
lar lattice has both geometrical frustration and
Kitaev-type frustration that breaks SU(2) spin
symmetry, the quantum effect on the model is
expected to be highly non-trivial and interest-
ing.

Motivated by these, we examine the KH
model on the triangular lattice by using the
two-dimensional density-matrix renormaliza-
tion group (2D-DMRG) method for a 12x6-
site lattice [1]. We used the System B in the
Supercomputer Center, the Institute for Solid
State Physics, the University of Tokyo, and the
The 2D-DMRG code has been
developed by our group. To perform DMRG,

K-computer.

we map the original system to a snake-like one-
dimensional chain, and combine the chain with
long-range interactions. We keep 1300~1800
states in the DMRG block and performed more
than 10 sweeps, resulting in a typical trunca-
tion error 10~° or smaller.

Calculating the ground-state energy and
spin structure factors, we obtain the ground
state phase diagram of the Kitaev-Heisenberg
model. As suggested by previous studies, we
find a 120° antiferromagnetic (AFM) phase,
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a Zo-vortex crystal phase, a nematic phase,
a dual Zs-vortex crystal phase (dual counter-
part of Zy-vortex crystal phase), a Zg ferromag-
netic phase, and a dual ferromagnetic phase
(dual counterpart of Zg ferromagnetic phase).
Spin correlations discontinuously change at the
phase boundaries because of first-order phase
transitions. In the (dual) Zg ferromagnetic
phase, we find that the dominant spin com-
ponent of the spin structure factors is different
on either side of the SU(2) symmetric point,
although there is no phase transition.
Furthermore, we study the relation among
von Neumann entanglement entropy, entan-
glement spectrum, and phase transitions. As
in the case of the spin structure factors,
the entanglement entropy also discontinuously
changes at all the phase boundaries. We find
that the Schmidt gap defined by the energy dif-
ference between the ground state and the first-
excited state in the entanglement Hamiltonian
is much larger than the other gaps among en-
tanglement levels. At the phase transition
points, the Schmidt gap is closing. This is in
contrast with the extended KH model on hon-
eycomb lattice, where the Schmidt gap is not
necessarily a measure of phase transition [2].
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Quantum Phase Transitions of One-Dimensional Spin

Systems Coupling with Lattice Degrees of Freedom

Hidemaro SUWA
Department of Physics, The Unwversity of Tokyo
7-3-1 Hongo, Bunkyo, Tokyo 113-0033

The interplay between the spin and the lattice
degrees of freedom can bring about a non-trivial
structural phase transition and its criticality. In
particular, the dimerization occurs when the en-
ergy decrease of the quantum spins exceeds the
energy increase of the lattice. Many materials
called the spin-Peierls system show the dimer-
ization transition experimentally. The recently
proposed quantum simulator of trapped ions can
realize even the quantum spin-Peierls transition.
In the meantime, the quantum nature of the lat-
tice degrees of freedom has been often ignored
in the theoretical analysis for the spin-Peierls
systems. Such an approximation will be appro-
priate in the adiabatic limit where the energy
scale of lattice is much smaller than the that of
spins. However, the inorganic spin-Peierls ma-
terial CuGeOj3 has the comparable energy scales
between the spin and the lattice. Then the quan-
tum lattice fluctuation is expected to be impor-
tant to the material and its phase transition.
Nevertheless, the understanding of the quantum
lattice effect has been lacking.

We have investigated the one-dimensional
quantum spin system coupling the quantum
phonons by means of the worldline quantum
Monte Carlo method without any approxima-
tion [1]. The unbiased gap-estimation method is
devised and the energy gaps are precisely calcu-
lated. While the adiabatic approximation con-
cludes that the infinitesimal spin-lattice coupling
drives the ground state into the dimer phase
from the Tomonaga-Luttinger liquid phase, we
have unambiguously shown that the Kosterlitz-
Thouless-type quantum phase transition occurs
between the dimer and liquid phases at a finite
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Figure 1: Scaling dimensions corresponding to
the singlet and the triplet-exciting operators at
The devel-

oped higher-order estimations successfully con-

the liquid-dimer transition point.

verges to 1/2, which shows the transition point
is described by the Wess-Zumino-Witten model,
while the conventional second moment estima-
tors (n = 1) fails to converge to 1/2. This figure
was taken from Ref.[1]

spin-phonon coupling as a result of the quan-
tum phonon effect (Fig.1). We have established
that the quantum lattice fluctuation is essential
to the one-dimensional spin, or spinless fermion,
system and the transition point is described by
the k =1 SU(2) Wess-Zumino-Witten model.
As for the computation, we used the system B
as the class C (project ID:H27-Cb-0051). Inde-
pendent worldline quantum Monte Carlo simu-
lations with the worm (directed-loop) algorithm
were efficiently run by the MPI parallelization.
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Spectral Analysis of Quantum Phase Transition

between Competitive Magnetic Order and Lattice
Order Phases

Hidemaro SUWA
Department of Physics, The University of Tokyo
7-3-1 Hongo, Bunkyo, Tokyo 113-0033

The (LGW)
paradigm is a powerful theoretical framework
The
key concept of the paradigm is that the action

Landau-Ginzburg-Wilson
of general continuous phase transitions.

of a physical system can be expanded in an
order parameter and a phase transition can
be described by the spontaneous symmetry
breaking. Although this framework works very
well in many phase transitions, it has been
recently challenged by a new type of transition
triggered by the so-called deconfined critical-
ity [1].
the phase transition between a spin-symmetry

As an example of the deconfinement,

broken phase and a lattice-symmetry bro-
ken (and spin-symmetry unbroken) phase is
predicted to be continuous, which must be
first-order according to the LGW paradigm.
The deconfined criticality is expected to appear
in frustrated quantum spin systems, doped
superconductors, heavy-fermion systems, and
so on. Many of these systems, however, are not
easy to study their phase transitions owing to
the complex interaction and the sign problem.
In the meantime, as a spin model amenable
to the quantum Monte Carlo simulation, the
J-Q model was proposed[2] and extensively
studied.
model has not been conclusive because of the

Nevertheless, the criticality of the

unconventional finite-size effect. To understand
the non-trivial physics of the deconfined crit-
icality, the spectral analysis that could catch
the deconfinement of the fractional (spinon)
excitation is strongly needed.

We have calculated the excitation gaps of the
SU(2) J-Q model on the square lattice. The
level-cross analysis was tested for locating the
phase transition point between the Néel phase
and the valence-bond-solid (VBS) phase. While
the triplet at wavenumber (7, 7) is the lowest
excitation in the Néel phase for a finite-size sys-
tem, the singlet at (7,0) and (0, ) are the low-
est excitation in the VBS phase. Then the cross-
ing coupling between the two gaps should con-
verge to the transition point in the thermody-
namic limit. We have obtained the crossing cou-
pling is remarkably well scaled in a power-law
form. Combining the scaling of the crossing gap
value, we have estimated the exponent relating
to the spinon-deconfinement length. Also the
triplet gap at (7, 0) was calculated, which must
become zero if the phase transition is continu-
ous. We have observed the gap approximately
scales in 1/L, and the system has the multiple
gapless modes only at the critical point. A pa-
per to sum up these results is under preparation.

As for the computation, we used the system
B as the class C (project ID:H27-Ca-0090). In-
dependent worldline quantum Monte Carlo sim-
ulations with the loop algorithm were efficiently
run by the MPI parallelization.
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The coarsening phenomena can be de-
Lifshitz-Slyozov-
The only input

scribed by the classical

Wagner (LSW) theory [2, 3].
of the theory is the kinetic equation which de-
scribes the growth rate of a droplet. How-
ever, it was difficult to observe the kinetic
equation directly. Therefore, one has to in-
fer the kinetic equation from macroscopic be-
haviors, such as the power-law behavior of the
average volume of the droplets. Recently, it
was shown that the LSW theory works well
for bubble coarsening [1]. Assuming that the
dynamics is reaction-limited in low tempera-
ture and diffusion-limited in high temperature,
the time evolution of the average volume of
bubbles were well explained. However, the
kinetic equation of bubbles are still in mys-
tery. Therefore, we estimate the kinetic equa-
tion directly from the dynamics of bubbles [4].
We performed molecular dynamics simulation
with the truncated Lennard-Jones (LJ) poten-
tial.

lion atoms. From the snapshots of the simu-

The simulation involves up to 680 mil-

lation, we calculate the kinetic equation, i.e.,
growth or shrinkage rates of bubbles. While
confirmed that the form of the kinetic equa-
tion in low temperature is well described by
the LSW theory assuming the reaction-limited
dynamics, the kinetic equation were found to
be multivalued function for higher tempera-
ture regime, and therefore, the mean-field like
treatment may fail in this regime.

214

Calculate change of volumes

Grow

Figure 1: A schematic illustration of the cal-
culation of the kinetic equation. We calculate
the growth or shrinkage rates of bubbles from
two successive snapshots.
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We investigate the efficiency of the corrections
to scaling to the dynamical scaling analysis in the
nonequilibrium relaxation (NER) method [1] by
the use of the Bayesian inference and the kernel
method [2,3]. Previously, we have applied the
method to the 2D Ising model and obtained an im-
provement for the estimation of the transition tem-
perature [4]. In the present study, we will check this
improvement carefully by the use of the the boot-
strap method. Furthermore, we apply the method
for the general S Ising model to check the accuracy
of the estimated critical exponents.

In the dynamical scaling analysis for the NER
method, a general scaling form is examined;

m(t,T) =7 U(t/7), (1)

where m(t,T) is the relaxation of magnetization
from the all aligned state. 7(T) is the relaxation
time, which is expected to diverge as

T(T) ~ [T = Te|~™

inT >1T,orT < T, Toestimate Ty, one may cal-
culate m(t,T) for several values of T, and fit the
data to the above formula. Recently, the correc-
tions