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Nonequilibrium superconductivity emerging from synergistic 
effects of light and phonons in strongly correlated systems 

Kota IDO, Takahiro OHGOE and Masatoshi IMADA 
Department of Applied Physics, The University of Tokyo, 

Hongo 7-3-1, Bunkyo-ku, Tokyo 113-8656 

    Recently, laser-controlled superconductivity 

(SC) has been studied extensively to go beyond 

the limit of superconducting critical 

temperature Tc in equilibrium. One of the 

approaches is selective excitations of phonon 

modes of correlated electron materials by 

strong laser irradiation. Surprisingly, in the 

case of a bi-layered cuprate, indication of 

superconductivity above Tc has been reported 

[1,2]. This fascinating experiment has 

motivated theoretical studies for understanding 

its mechanism.  

    On the other hand, proposals for an 

alternative strategy ascribed to a more generic 

mechanism are also desirable. This is because 

the strategy based on coherent phonon 

excitations does not seem to be general in 

correlated electron materials at present due to 

strong restriction on the details of phonon 

modes in materials. Recently, we have 

proposed an alternative way to enhance SC in a 

correlated electron system without lattice 

degrees of freedoms [3]. In this study, we have 

shown that strong and non-resonant laser 

irradiation to a charge uniform state 

dynamically enhances SC without deteriorating 

into inhomogeneities that suppress SC in 

equilibrium. However, this approach can be 

applied only to uniform states in cuprates. 

Since inhomogeneous states were observed in a 

number of cuprates below optimal doping [4], 

it is important to verify whether strong and 

non-resonant laser irradiation dynamically 

melts static inhomogeneity and enhances SC. 

    Our purpose in this project is to clarify 

microscopic origin of the light-enhanced SC 

observed in the experiments. In addition, we 

also aim to clarify what happens when strong 

lasers are irradiated to equilibrium systems 

with inhomogeneity. Here, we summarize our 

main achievements for each topic. 

(i) Development of time-dependent variational

Monte Carlo method for electron-phonon

coupled systems: In order to analyze an

effective model for cuprates with light-driven

phonon excitations, we need to treat not only

strong electron correlations but also many

phonons excited by laser irradiation. For this

purpose, we extended a many-variable

variational Monte Carlo (mVMC) method to

nonequilibrium electron-phonon coupled

systems. As a trial state, we adopt a tensor

product state of an electron wave function and

a phonon wave function with an electron-

phonon correlation factor [5]. By introducing a
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large number of variational parameters to the 

phonon part, we can treat multi-phonon 

excitations by light. 

    As benchmarks of the mVMC method, we 

calculated relaxation dynamics after an 

electron-phonon interaction quench protocol of 

the one-dimensional Holstein model. We found 

that our trial wave function well reproduces the 

exact results for the time evolution of double 

occupancy and charge correlations. This result 

shows that the mVMC method offers an 

efficient and accurate way to study challenging 

problems of nonequilibrium electron-phonon 

coupled systems. The analysis of an effective 

model for the cuprates with phonons under 

laser irradiation will be reported elsewhere. 

(ii) Laser-enhanced superconductivity caused 

by dynamically melting charge inhomogeneity:  

By using the mVMC method [6,7], we 

numerically study dynamics of d-wave SC 

and charge inhomogeneity when laser pulses 

are irradiated to an inhomogeneous ground 

state in a two-dimensional correlated electron 

system. We found that strong and non-resonant 

laser irradiation can melt charge 

inhomogeneity, and enhance d-wave SC. We 

observed that the lifetime of such enhanced SC 

is prolonged by keeping the laser intensity 

constant in the middle of the laser irradiation. 

Our findings will shed light on a new way to 

realize SC that is not attainable in equilibrium 

in strongly correlated electron systems. 
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Determination of Scattering Length of Bose-Hubbard

Model by Quantum Monte Carlo Simulations[1]

Naoki KAWASHIMA

Institute for Solid State Physics, University of Tokyo

Kashiwa-no-ha, Kashiwa, Chiba 277-8581

The Bose-Hubbard model is the simplest

non-trivial model for interacting boson sys-

tem. It is widely believed that, in the dilute

limit, the model is equivalent to the continu-

ous model characterized by a single parameter,

i.e., the s-wave scattering length. However,

there has been no quantitative estimation of

the scattering length in the unit of lattice con-

stant. In the ISSP supercomputer project of

SY2017, we aim at establishing the quantita-

tive correspondence between the lattice model

and the continuous-space model.

Here, the Bose-Hubbard model defined as

H = −t
∑
(ij)

(b†ibj + h.c.)− µ
∑
i

b†ibi,

which is compared in our project to

H =

∫
dxϕ†(x)

(
− ℏ2

2m
∇2

)
ϕ(x)

+

∫
dxdx′ϕ†(x′)ϕ†(x)V (x′ − x)ϕ(x)ϕ(x′)

with

V (x) ≡

{
∞ (|x| ≤ as)

0 (|x| > as)

We carried out Monte Carlo simulation on

the Bose-Hubbard model in dilute region,

10−3 < na3 < 10−1. We used our original

package DSQSS[2], which can be downloaded

from the GITHUB and can be used under GPL

license. We varied the system size L and the

inverse temperature β to confirm that the re-

sult does not depend on these parameter be-

yond the statistical error, i.e., our result can

be identified with those at zero temperature in

the thermodynamic limit.

Figure 1 is our result compared with the an-

alytical predictions made by Lee, Huang and

Yang [3]. From this comparison we estimated

the s-wave scattering length in the unit of the

lattice constant as as/a = 0.315.

Figure 1: The correction in the normalized en-

ergy. The three curves labeled as “LHY”, “Wu”,

and “Fb” represent the analytical prediction up

to the first correction, up to the second correc-

tion and the third (logarithmic) correction, respec-

tively. The open symbols labeled as “Continuous”

are the results of the diffusion Monte Carlo for the

continuous-space model whereas the closed symbols

are for the present calculation of the lattice system.

[1] This report is based on A. Masaki-Kato, Y.

Motoyama and N. Kawashima (unpublished).

[2] https://github.com/qmc/dsqss/wiki

[3] T. D. Lee, K. Huang and C. N. Y. Yang

Phys. Rev. 106, 1135 (1957).
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Study on Complex Systems by Generalized-Ensemble Algorithms 
 

Takuya HAYASHI, Yuhei TACHI, and Yuko OKAMOTO 
Department of Physics, Graduate School of Science, Nagoya University 

 Furo-Cho, Chikusa-ku, Nagoya, Aichi 464-8602 

     Despite the experimental discovery of the 

residual entropy of ice Ih in the 1930's [1], 

highly accurate measurements have yet to be 

made in experiments. The calculation started 

from Pauling in the 1930's [2]. As a recent 

calculation, there are results [3,4] by 

multicanonical simulations [5]. In this work, 

we aim to drastically improve the accuracy in 

large scale and complex systems. 

     The entropy is proportional to a logarithm 

of the density of states. In Refs. [3,4] 

multicanonical weight factor was obtained by 

the Wang-Landau method [6], and a 

multicanonical production run was performed 

to obtain an accurate estimate of the density 

of states.  

     In order to obtain the multicanonical 

weight factor for a larger system, we propose 

to combine the multicanonical replica-

exchange method [7] and replica-exchange 

Wang-Landau method [8]. In order to confirm 

the effectiveness of this new method, test 

simulations were performed with the 2-

dimensional Ising model (with the number of 

spins up to 128×128), and we found that this 

combination gives the most effective method 

for the determination of the density of states 

(a manuscript is in preparation).  We are now 

ready to perform simulations to improve the 

value of the residual entropy of ice. 
     We have also studied an artificial glycan 

cluster in which 24 GM1 glycans were 

transplanted to a metal-ligand complex using 

cluster B. The complex with GM1 glycans 

was developed to investigate the interaction 

between amyloidgenic proteins and GM1 

glycan clusters [9]. GM1 glycan is glycan 

moiety in glycolipid called GM1 ganglioside. 

The structural information of the GM1 glycan 

clusters is important for understanding the 

mechanism of glycan cluster recognition of 

amyloidgenic proteins. Therefore, we focused 

on the structural properties of GM1 glycans 

on the metal-ligand complex. 

     In this study, molecular dynamics (MD) 

simulations of the artificial glycan cluster and 

a monomeric GM1 glycan were performed to 

compare the structural distribution of the 

GM1 glycan on the complex and that of the 

monomeric GM1 glycan. 

     In this simulation, we found that about 

65% GM1 glycans on the complex forms 

clusters by hydrogen bonding. It was also 

found that GM1 glycans interacts with the 
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ligands on the complex by tilting. 

Furthermore, we revealed that some local 

minimum structures of GM1 glycans on the 

complex are stabilized as the monomeric 

GM1 glycan (a manuscript is in preparation). 

     The above results give important 

information for investigating the mechanism 

of the glycan cluster recognition of 

amyloidgenic proteins. In the future work, we 

plan to perform the binding MD simulations 

of amyloidgenic proteins to the artificial 

glycan cluster. 

 

 

 

Fig. 1: Metal-ligand complex with GM1 

glycans. 
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Coarse grained MD simulation for fracture and reinforcement 
of polymer materials 

 

Katsumi HAGITA 

Department of Applied Physics, National Defense Academy, Yokosuka, Kanagawa 239-8655 

 

We investigated fracture behaviors of 

polymers such as morphology changes and 

chain breaking by uniaxial elongations.  

Understanding of fracture mechanisms with 

molecular level is considered to be important 

on reinforcement of polymer materials. We 

performed coarse grained (CG) molecular 

dynamics (MD) simulations of polymer 

materials. Here, we considered Kremer-Grest 

(KG) model, united atom (UA) model and 

reactive force field (ReaxFF) MD. KG is bead 

spring model. UA and ReaxFF can be regarded 

as CG of all atomistic MD simulations and 

DFT simulations, respectively. These 

simulation methods can be performed by 

LAMMPS (Large-scale Atomic/Molecular 

Massively Parallel Simulator), which was used 

in the present studies. We also studied 

Dissipative particle dynamics (DPD) which is a 

stochastic simulation method that can handle 

larger time scales than the KG model. This year, 

we focused on ABA tri-block copolymers 

(BPCs) and crystallized polyethylene (PE).  

For ABA tri-BCPs, we studied morphology 

changes via two-dimensional scattering patterns 

(2DSPs) for correspondences between 

simulations and experiments. Recently, we 

proposed Thinning Approximation (TA) to 

calculate 2DSPs under shear flows for KG 

model [1]. We performed CGMD simulations 

of KG model of ABA tri-BCPs for various 

fractions. Systematic changes of 2DSPs under 

uniaxial elongations were observed by using TA 

[2]. Also, we performed CGMD simulations of 

KG model to examine filler-filled systems such 

NC-clay nanocomposites [3], and nano-particle 

(NP) filled rubbers [4]. On the study of NC-

clay nanocomposites, we could reproduce the 

stress-strain curve and the change of 2DSPs 

during elongation at the same time. For the NP-

filled rubbers, we found that effect of polymer-

NP interactions and nanostructures on glass 

transition temperature.  

In order to investigate the fracture behaviors 

from the equilibrium structure of phase 

separated ABA tri-BPCs by elongations, we 

considered an improvement of segmental 

repulsive potential (SRP) of DPD simulations. 

To reduce bond crossing probabilities and keep 

the equilibrium structure before and after 

introducing of SRP, we proposed multipoint 

SRP [5].  

As studies behaviors of 2DSPs of NP-filled 

rubbers, we proposed filler network model of 
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filled rubber materials in order to study system 

size dependence of 2DSPs and obtain a rough 

model to reproduce structure-property 

relationship for machine learning studies [6]. 

To study fracture of realistic materials, we 

considered crystallization of PE chains. As 

produces in our usual life, branched PE chains 

such as high- and low-density PE (HDPE and 

LDPE) are used. We found that branched 

junctions are mainly localized in amorphous 

layer. To study formations of amorphous layers, 

we compared ring and linear PE polymers. 

Here, amorphous layers have important role on 

fractures of PE materials. We found that 

crystallization of ring PE polymers is faster 

than that of linear PE polymers [7]. In addition, 

we also investigated the topological effect of a 

knot of a ring on crystallization of ring PE 

polymers [8]. To reproduce chain breaking, we 

used ReaxFF MD simulations. In our study, 

UAMD was used to prepare crystallized PE and 

ReaxFF MD was used to study chain breaking 

under stretching. 

To enhance material researches including 

developments of real materials, we examined 

AI based information analysis methods. As the 

first example, we studied image classification 

of images of NPs in rubbers [9]. As the second 

example, we considered super resolution for 

asymmetric resolution of FIB-SEM (focused 

ion beam scanning electron microscopy) 3D 

imaging of NPs in rubbers [10]. 
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Numerical Studies on Finite Temperature Excitation

Spectra of Quantum Spin Liquids

Youhei Yamaji

Deparment of Applied Physics, The University of Tokyo

Hongo 7-3-1, Bunkyo-ku, Tokyo 113-8656

A growing demand for finite-temperature

simulation of excitation spectra has originated

from experimental researches on many-body

quantum systems. Raman scattering and in-

elastic neutron scattering measurements on

a class of quantum magnets, Kitaev materi-

als [1], have brought attention to the tem-

perature dependence of the excitation spec-

tra. Shortly after the finding of the quan-

tum spin liquid in the Kitaev model [2], it

has been proposed that the Kitaev model cap-

tures low-energy spin degrees of freedom in

honeycomb networks of heavy transition metal

ions, which are typified by an iridium oxide

α-Na2IrO3 [3]. So far, the Kitaev materials

including α-A2IrO3 (A=Na, Li), α-RuCl3, β-

Li2IrO3, and γ-Li2IrO3 exhibit spontaneous

time-reversal symmetry breakings. However,

these materials expected in proximity to the

Kitaev’s spin liquid stimulate the experimental

research on the excitation spectra at finite tem-

peratures, which requires theoretical counter-

parts. In addition to the theoretical studies on

Raman spectra and dynamical spin structure

factors of the simple Kitaev model at zero tem-

perature [4] and finite temperatures [5], theo-

retical and numerical studies on the Kitaev-like

Hamiltonian on variety of tricoordinate net-

works are highly desirable.

This year, we have developed an O(NF)

algorithm for simulating exact finite-

temperature excitation spectra in frequency

domain [6], where NF is the dimension of the

Fock space of the target system, by combining

the typical pure state approach [7] and the

shifted Krylov subspace method [8]. We

applied the present algorithm to the simplest

effective Hamiltonian of the two-dimensional

Kitaev-like systems on honeycomb lattices,

namely, the Kitaev-Heisenberg model on a

honeycomb lattice [9] that consists of S=1/2

spins. The nearest-neighbor bonds on the

honeycomb lattice have three different direc-

tions. When the three bonds are labeled as x,

y, and z, the Kitaev-Heisenberg Hamiltonian,

Ĥ =
∑

γ=x,y,z

∑
⟨i,j⟩∈γ

Ĥ
(γ)
ij , (1)

is defined by the exchange coupling for the γ

(= x, y, z) bond,

Ĥ
(γ)
ij = J

⃗̂
Si · ⃗̂Sj +KŜγ

i Ŝ
γ
j , (2)

where K = J0 sinφ is the Kitaev coupling con-

stant and J = (J0/2) cosφ is the Heisenberg

exchange coupling constant. Below, we set the

energy unit as J0 = 1.

We have focused on the proximity of the

phase boundary between the spin liquid phase

and a zigzag ordered phase around φ ≃ 92.2◦,

and examined temperature dependence of dy-

namical spin structure factors S(Q⃗, ω). We

found that the crossover from a spin-excitation

continuum, which is a characteristics of the

quantum spin liquid, to a damped high-energy

magnon mode occurs at temperatures higher

than the energy scale of the Heisenberg ex-

change couplings or the spin gap that is a

signature of the quantum spin liquid at zero
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temperature. The crossover and the closeness

to the quantum spin liquid are quantitatively

measured by a dimensionless ratio of the width

of the excitation continuum or the damped

magnon spectrum and the energy at which the

spectral weight becomes maximum. As shown

in Fig. 1, we calculated S(Q⃗, ω) at Q⃗ = Γ

(= 0⃗). To extract the peak width, we fit the

high energy peak by an asymmetric Lorentzian

function,

s(ω) =
γf

γ2f + (ℏω − ϵf)2

{
a+

b

1 + ec(ℏω−ϵf)

}
, (3)

where a, b, c, γf , and ϵf are fitting parame-

ters. The dimensionless ratio of ϵf and γf is

an estimate of the peak width and character-

izes the finite-temperature crossover from the

continuum excitations to damped magnon as

summarized in Fig. 2. The present results shed

new light on analysis of neutron scattering and

other spectroscopy measurements on the spin-

liquid candidates.
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Figure 1: S(Γ, ω) of a 24 site cluster at

kBT = 0.1 for φ = 90◦, 92.2◦, 95◦, and 100◦.

The broken curves represent the asymmetric

Lorentzian function s(ω) defined in Eq.(3) fit-

ted to S(Γ, ω) in 1 ≤ ℏω ≤ 2. These curves are

horizontally shifted for visibility.
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Randomness-induced quantum spin liquid behavior  
in the s=1/2 random J1-J2 Heisenberg antiferromagnets 

on the honeycomb and square lattices 
   

    Kazuki Uematsu and Hikaru Kawamura 

Graduate School of Science, Osaka University, Toyonaka 560-0043 

 

The quantum spin liquid (QSL) state 

without any spontaneously broken Hamiltonian 

symmetry, which accompanies no magnetic 

long-range order down to low temperatures, has 

long received much attention. For the 

realization of such QSL state, geometrical 

frustration is considered to be essential, and 

frustrated magnets have been the main target of 

the quest for QSL materials. In particular, the 

s=1/2 organic triangular-lattice salts and s=1/2 

inorganic kagome-lattice compound 

herbertsmithite are well-studied examples, 

which were reported in common to exhibit the 

QSL-like behaviors down to very low 

temperatures with gapless (or nearly gapless) 

behaviors. 

Despite such recent experimental progress, 

the true origin of the experimentally observed 

QSL-like behaviors still remains not fully 

understood and is under hot debate. In many 

theoretical studies, it has been assumed that the 

system is sufficiently clean so that the possible 

effect of randomness or inhomogeneity is 

negligible and unimportant. Meanwhile, one of 

the present authors (H.K.) and collaborators 

have claimed that the QSL-like behaviors 

recently observed in triangular-lattice organic 

salts and kagome-lattice herbertsmithite might 

be the randomness-induced one, the random-

singlet state [1-3]. The advocated random-

singlet state is a gapless QSL-like state where 

spin singlets of varying strengths are formed in 

a hierarchical manner on the background of 

randomly distributed exchange interactions Jij. 

The state may also be regarded as a sort of 

``Anderson-localized resonating valence bond 

(RVB) state''. Indeed, it was demonstrated that 

the random-singlet state exhibited the T-linear 

specific heat and the gapless susceptibility with 

an intrinsic Curie tail, accompanied by the 

gapless and broad features of the dynamical 

spin structure factor.  

In this year’s project, in order to examine 

the genericity of the proposed randomness-

induced QSL state (random-singlet state) , we 

have extended our previous calculations in 

search the random-singlet state in the 

geometrically frustrated lattices like triangular 

and kagome lattices to unfrustrated, i.e., 

bipartite lattices like honeycomb and square 

lattices. Frustration is introduced not by the 

underlying lattice geometry, but by the 
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competition between the nearest-neighbor and 

the next- nearest-neighbor intereactions J1 and 

J2. We compute both the ground-state and 

finite-temperature properties of both the 

honeycomb and square models by means of the 

the exact diagonalization and the Hams-de 

Raedt methods. The ground-state phase 

diagram of the models is then constructed in the 

randomness versus the frustration (J2/J1) plane, 

with the aim of clarifying the effects of 

randomness and frustration in stabilizing a 

variety of distinct phases. The results on the 

honeycomb-lattice model was published in [4]. 

We have found that the random-singlet state 

similar in its nature to the one previously found 

in the geometrically frustrated triangular and 

kagome lattices are stabilized in a rather wide 

range of the parameter space even for the J1-J2 

model on the honeycomb- and square-lattice 

models so long as the extent of frustration 

exceeds a critical value. We then conclude that 

the randomness-induced QSL state, the 

random-singlet state, is a generic state expected 

to be realized in quantum magnets in the 

presence of strong frustration and randomness. 
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Slow-Slip Phenomena Represented by the One- and Two-
Dimensional Burridge-Knopoff Models of Earthquakes 

 
Hikaru Kawamura and Jun Akutagawa 

Graduate School of Science, Osaka University, Toyonaka, Osaka  560-0043 

 

An earthquake is a stick-slip dynamic 

instability of a pre-existing fault driven by the 

motion of a tectonic plate. Numerical 

simulations of earthquakes based on a 

simplified statistical model, the so-called 

Burridge--Knopoff (BK) model, are popular in 

statistical physics, and they provide 

considerable information about the statistical 

properties of earthquakes[1]. Although the BK 

model has been successful in describing 

earthquakes, almost all studies so far have been 

limited to the high-speed rupture of earthquakes 

or to main shocks.  

Meanwhile, recent development in modern 

GPS technology and in high-density GPS and 

seismograph networks has revealed a rich 

variety of slow-slip phenomena, including 

afterslips, silent earthquakes, deep tremors, etc., 

where the fault sliding velocity is several orders 

of magnitudes slower than that of the standard 

high-speed rupture. Thus, the concept of 

seismicity has been broadened dramatically. 

Then, to gain a complete understanding of 

earthquake phenomena, one needs to 

incorporate these slow-slip phenomena. 

 It is a challenge to understand such a wide 

variety of seismicity from a general physical 

viewpoint, including slow slips. Therefore, 

questions such as what are the characteristics of 

slow-slip phenomena, how it differs from the 

standard high-speed rupture of a main shock, 

what conditions cause them to occur, etc, need 

to be answered.  

In this year’s project, we have addressed 

this issue from the statistical-physics viewpoint 

by employing the 1D and 2D BK models 

obeying the rate-and-state dependent friction 

(RSF) law. We successfully reproduce a variety 

of seismic phenomena, including high-speed 

rupture of main shocks, its precursory 

nucleation processes, afterslips, and silent 

earthquakes, by varying only a few 

fundamental parameters of the model. The 

results on the 1D model was published in [2]. 

Regarding the occurrence of slow-slip 

phenomena, the relative magnitude of the 

frictional parameters a and b characterizing the 

RSF law turns out to be crucial.  
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Molecular Dynamics Simulation of Complex Fluids
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The addition of an extremely small amount

of long-chain polymer into a Newtonian fluid

causes a dramatic change in the fluid behavior.

Turbulent drag reduction [1] and the change

in vortex structure in Kármán vortex street [2]

are the major examples of these phenomena.

Because almost all industrial flows are accom-

panied by the turbulence and vortices, polymer

effects on fluids have been intensively studied

for energy saving, environmental protection,

and so forth. Despite the dramatic change of

the flow behavior by adding polymers is an im-

portant issue in engineering fields, the detailed

mechanism remains unclear due to the diffi-

culty of the polymer rheology in flow. So far,

it is considered that the relation between the

polymer and the vortical motion plays a key

role in the change in fluid behavior. There-

fore, in order to elucidate the mechanism of

the phenomena, it is necessary to investigate

polymer behavior in the vortex as directly as

possible.

In the present study, we investigated the

polymer effects on the Kármán vortex be-

hind a circular cylinder by a molecular dy-

namics (MD) simulation using ISSP supercom-

puter [3]. Here, two-dimensional MD simula-

tions were carried out to elucidate the polymer

effects on the Kármán vortex street. A solvent

particle and polymer molecule are modeled by

Weeks–Chandler–Andersen (WCA) particle [4]

and Kremer–Grest model [5], respectively. The

circular cylinder is modeled by a set of WCA

particles whose positions are fixed. The sim-

ulations were performed for the reference liq-

uid (no polymer) and the polymer solutions.

As for the polymer solutions, short- and long-

polymer chains are considered. The number

of the segment of the short- and long-polymer

are Ns = 10 and 100, respectively. The poly-

mer concentrations are φ = 0.024, 0.043, 0.085,

and 0.107 in each type of polymer. These con-

centrations are less than the overlap concen-

tration.

The characteristics of the vortex shedding

are distinctly different for short and long poly-

mer solutions (see Fig. 1). The characteristics

of the short-polymer solution and the reference

liquid are almost identical. On the other hand,

the long-polymer solution exhibits two differ-

ent behaviors from the reference liquid. One is

a reduction in the vortex shedding frequency,

and the other is a broadening of the lift co-

efficient spectrum. These facts are consistent

with the experiments [6]. Because the gyration

radius and the orientational order of the long-

polymer are highly inhomogeneous in wake re-

gion, we conclude that the extensional prop-

erty of the polymer plays an important role in

suppression of the vortex shedding.
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Bilayer sheet protrusions and vesicle budding

induced by chemical reactions

Koh M. NAKAGAWA and Hiroshi NOGUCHI

Institute for Solid State Physics, University of Tokyo, Kashiwa, Chiba 277-8581

In living cells, membrane composition con-
tinually changes by lipid metabolism. How-
ever, the effects of non-constant membrane
composition on shape transformations of cells
are not understood so well. We have studied
membrane shape transformations under hy-
drolysis and condensation reactions using dis-
sipative particle dynamics simulation [1]. The
hydrolysis and condensation reactions result in
the formation and dissociation of amphiphilic
molecules, respectively as shown in Fig. 1.
Because the dissociated hydrophilic and hy-
drophobic molecules are typically dissolved in
surrounding fluids and embedded in the bi-
layer, we refer to them as the hydrophilic solute
(HS) and embedded oil (EO), respectively.

Figure 1: Top: Schematic picture of hydrolysis
and condensation reactions. Bottom: Snap-
shots of bilayer sheet protrusions (BP) and
budding of vesicles at a low reduced volume.

Asymmetric reactions between the inner and
outer leaflets of a vesicle can transport am-
phiphilic molecules between the leaflets via EO
diffusion. We consider high HS density in the
inner fluid of the vesicle and investigate how
the transport into the inner leaflet changes the
membrane shapes. We found that the resulting
area difference between the two leaflets induces
bilayer sheet protrusion (BP) and budding at
low reduced volumes of the vesicles (see the
snapshots in Fig. 1), whereas BP only occurs
at high reduced volumes.

The probabilities of these two types of trans-
formations depend on the shear viscosity of the
surrounding fluids compared to the membrane
as well as the reaction rates. For a high sur-
rounding fluid viscosity, BP formation occurs
at high reaction rates. but for a low viscosity,
budding always occurs before BP formation.
A higher surrounding fluid viscosity leads to
more BP formation. Thus, the viscosity of the
surrounding fluids affects budding more than
it does BP formation, while the viscosity in
the membrane affects BP formation more. The
inhomogeneous spatial distribution of the hy-
drophobic reaction products forms the nuclei
of BP formation, and faster diffusion of the
products enhances BP formation. Our results
revealed that adjustment of the viscosity is im-
portant to control membrane shape transfor-
mations.
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Dynamical properties of effective models for α-RuCl3

Takafumi SUZUKI
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In this project, we have studied dynamical

properties of effective models for α-RuCl3 [1,

2]. A honeycomb lattice magnet α-RuCl3 is

considered to be a candidate material for the

Kitaev spin liquid because the strong Kitaev-

type anisotropic interaction works between

Ru3+ ions thanks to the edge-shared RuCl6 oc-

tahedra. Many effective models for this com-

pound have been proposed so far. However,

the discussions for the proper model for this

compound have not been converged yet.

In this study, we have focused on four effec-

tive models [3, 4, 5, 6]. Three of them have

been proposed by the ab-initio calculations[3,

4, 5] and the other has been obtained by

the ab-initio-guided method [6]. For these

four models, we have calculated dynamical

spin structure factors and thermal properties

by using the numerical exact diagonalization

method. From the results obtained from these

four effective models, we have found that the

four models fail to explain heat-capacity mea-

surements whereas two of the four models suc-

ceed in explaining inelastic-neutron-scattering

experiments. In the four models, the heat

capacity shows a prominent peak at a high

temperature when the temperature decreases.

However, the peak temperature in the heat ca-

pacity is too low in comparison with that ob-

served in the experiments.

In order to explain both the inelastic-

neutron-scattering and heat-capacity experi-

ments, we have proposed an effective model

that includes the strong ferromagnetic Ki-

taev coupling. From the numerical calcula-

tions, we have confirmed that our model quan-

titatively reproduces both inelastic-neutron-

scattering experiments and heat-capacity ex-

periments. To further examine the adequacy of

our model, we have calculated the field depen-

dence of the polarized terahertz spectra. The

obtained results have succeeded in explaining

the experimental results: the spin-gapped ex-

citation survives up to the critical field where

the zigzag magnetic order disappears and the

spin gap increases almost linearly above the

critical field.

Based on these numerical results, we argue

that, rather than the strong Kitaev interac-

tions, the interactions such as off-diagonal in-

teractions and weak Heisenberg interactions

between nearest-neighbor pairs are important

to explain the low-energy magnetic excitation

in α-RuCl3.
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Novel phases in classical and quantum frustrated

spin systems

Tsuyoshi OKUBO

Department of Physics, The University of Tokyo
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Anisotropic interactions due to the strong

spin-orbit interaction have attracted recent in-

terest. In Na2IrO3 and α-RuCl3, effective spins

Jeff = 1/2 form the two-dimensional honey-

comb lattice and they interact through the

Kitaev interaction. The Kitaev interaction is

an anisotropic interaction Sγ
i S

γ
j with easy axis

γ depending on the direction of the interact-

ing bonds. In the case of S = 1/2 quantum

spins with the Kitaev interaction only (Kitaev

model), its ground state is proved to be a quan-

tum spin liquid state [1]. In real compounds

other interactions such as the isotropic Heisen-

berg interaction, the further neighbor inter-

actions, and the off-diagonal interactions ex-

ist in addition to the Kitaev interaction [2–4].

These interaction might stabilize magnetically

ordered states.

In order to clarify the effect of additional

interactions, we have investigated two kinds

of systems, ab initio Hamiltonian of Na2IrO3

[4,5] and Kitaev-Gamma model [6,7], by means

of an infinite Tensor Product State (iTPS)

method. In this iTPS method, we represent

the ground state wave-function of the infi-

nite system as a two-dimensional network of

tensors. By optimizing each tensor so as to

minimize the energy, we obtain wave-functions

close to the ground state.

Based on iTPS calculations, we showed that

the ground state of Na2IrO3 calculated from

the ab initio Hamiltonian was the zigzag state

[5]. The zigzag state is consistent with ex-

perimental observations, which could not be

explained from the simple Kitaev-Heisenberg

model. We also showed that in the parameter

space away from the ab initio value of Na2IrO3,

variety of magnetically ordered state were sta-

bilized. It suggests that rich magnetic struc-

tures may appear in A2IrO3.

As an effective model for α-RuCl3, we also

investigated the ground state phase diagram

of Kitaev-Gamma model where an off-diagonal

interaction, the gamma term, exists in addition

to the Kitaev interaction [6, 7]. The Hamilto-

nian of the model is given by

H =
∑

γ∈x,y,z
Hγ , (1)

and on z-bond,

Hz =
∑
⟨i,j⟩z

[KSz
i S

z
j + Γ(Sx

i S
y
j + Sy

i S
x
j )]. (2)

Similar to the Kitaev model, the classical

ground state of the pure gamma model, where

only the gamma term exists, is macroscopically

degenerated and thus, one can expect possible

quantum spin liquid state induced by quan-

tum fluctuations. Actually, based on the exact

diagonalization (ED) and the infinite density

matrix renormalization group (iDMRG), pre-

vious studies indicated that the Kitaev spin

liquid survives wide regions when the gamma

term was included and it was adiabatically

connected to the ground state of the pure

gamma model [6, 7]. In the iTPS calculations,

however, we found that magnetically ordered

states had lowest energies than the Kitaev spin

liquid state in wide regions, and the Kitaev
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spin liquid was stabilized at only the vicinity of

the pure Kitaev model. The discrepancy from

the previous studies might be explained by the

effect of anisotropy, which was included in the

previous calculations explicitly (ED) or implic-

itly due to the cylindrical geometry (iDMRG).
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Randomness Effects on Quantum Spin Systems

Coupled to Lattice Degrees of Freedom

Chitoshi YASUDA and Shouta MIYARA
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Since the inorganic compound CuGeO3

was synthesized, randomness effects of the

spin-Peierls (SP) system have attracted con-

siderable attention. When nonmagnetic im-

purities are doped in the SP compound, an

antiferromagnetic long-range order (AFLRO)

is induced. The mechanism is understood

by a cluster of magnetic moments induced

near an impurity, which is called an ‘effective

spin’. By substituting nonmagnetic atoms

for magnetic atoms, effective spins are in-

duced near the nonmagnetic atoms. Since

the effective spins interact through a sea of

spin-singlet pairs, the AFLRO is induced [1].

However, Cu nuclear quadrupole resonance

(NQR) data contradictory to this interpre-

tation was reported for CuGe1−xSixO3: the

effective spins are not induced near diluted

sites [2]. We need to take the lattice degrees

of freedom into account in order to investi-

gate positions of the effective spins.

In this project, we investigated the ap-

pearance of the AFLRO induced by site

dilution in an S = 1/2 two-dimensional

antiferromagnetic Heisenberg model com-

posed by the intrachain interaction J cou-

pled to the lattice distortion and the inter-

chain interaction J ′. The method is the

quantum Monte Carlo (QMC) simulation

with the continuous-imaginary-time loop al-

gorithm [3]. Since this QMC simulation is

suitable to parallel computing, we mainly

performed parallel computing with the Mes-

sage Passing Interface.

The staggered magnetizations Ms at zero

temperature were evaluated by assuming

that the effective spins arise away from di-

luted sites for J ′/J = 0.3 and 0.2. This as-

sumption is necessary to recreate the NQR

result for CuGe1−xSixO3. The value of Ms

for system size N = 64× 64 converges a con-

stant value at the temperature T/J = 0.0001.

Since the dilution-induced AFLRO for J ′ cal-

culated is a physical phenomenon that occurs

at a very small energy scale, we have needed

the large scale numerical simulations.

We found that the AFLRO is induced by

site dilution even when effective spins arise

away from diluted sites. The values of Ms,

however, become smaller than those in bond-

alternated systems with the same parame-

ters, where effective spins are induced near

diluted sites. The decrease in Ms indicates

that the AFLRO is difficult to induce in the

system with the lattice degrees of freedom.

By calculating the distribution of the cor-

relation function, the dimerization order pa-

rameter, and the local-field susceptibility, we

concluded that the disturbance of the singlet-

pair sea and the weakening of the effective

spin are the origins of the decrease in Ms.

On the other hand, the width of the effective

spin in the system with the lattice degrees of

freedom is the similar to that in the bond-

alternated system. It is expected that the

locality of the effective spin is important for

the appearance of the AFLRO by dilution.
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Excitation dynamics of two-dimensional quantum spin 
systems 
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RIKEN Center for Computational Science, 
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  The ground state property of two-dimensional 

quantum lattice models such as two-

dimensional quantum Heisenberg spin systems 

has been theoretically understood rapidly in 

recent years. On the other hand, excitation 

dynamics are not well understood even in 

simple models such as S=1/2 square lattice 

antiferromagnetic Heisenberg models 

(SLAHM). For example, although the 

staggered order in which the adjacent spins are 

antiparallel each other is realized, the staggered 

magnetic moment is 40% smaller than that 

expected in the classical Néel order due to the 

quantum fluctuation. How this giant quantum 

effect is reflected in the ground state and how it 

appears in the excitation dynamics have been 

discussed as an essential problem of quantum 

spin systems since it was discovered in high-Tc 

cuprates [1]. As consensus of the experiment 

results until recent years, it can be mentioned 

that the magnon excitation spectrum of the 

wave number k = (π, 0) becomes much broader 

than that of k = (π/2, π/2), and the peak position 

also shifts to the lower energy side [2,3]. These 

features are observed not only with high-Tc 

cuprates but also with other materials. That is, 

experimental results suggest that this is the 

universal nature of S=1/2 SLAHM without 

being attributed to specific properties of each 

material. According to the linear spin-wave 

theory, the magnon excitation energy at these 

two wavenumbers is the same and it is expected 

to behave similarly. Furthermore, the 

incoherent excitation observed at these wave 

numbers can not be explained by the linear spin 

wave theory. Recent neutron scattering 

experiments with metal-organic compound 

Cu(DCOO)2・4D2O (CFTD) have argued that 

the source of incoherent excitation at wave 

number k = (π, 0) is spinon excitation. 

However, no effective theoretical interpretation 

has been obtained so far.   

  One of the reasons why the excitation 

dynamics of low-dimensional quantum lattice 

system is poorly understood is that it is not easy 

to calculate the dynamic physical quantity even 

when the numerical calculation method has 

dramatically advanced recently.  

  The worldline QMC method[4] based on 

Feynman's path integral representation is one of 

the most powerful tool that can be obtained an 

exact solution within the range of the statistical 

error with respect to the equilibrium state of the 

quantum lattice system free from the negative 
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sign problem at the finite temperature. With 

this method it is possible to treat huge lattice 

systems of thousands to millions sites. 

However conventional spectrum estimation 

methods such as the maximum entropy method 

are not sufficiently accurate and it is difficult to 

quantitatively discuss line shapes of 

unexplained excitation spectra because bias 

such as prior knowledge and artificial tuning 

parameters work strongly. Recently, a new 

numerical analytic continuation method which 

is the hybrid of the stochastic optimization 

method and consistent constraints (SOCC) 

method proposed by Mishchenko et al, who is a 

co-worker of us, have been succeeded [5]. 

SOCC method is unbiased method for 

estimating the spectrum function with statistical 

error-bars. With this method, it was possible to 

evaluate delta function like peaks and widths of 

peaks for which MEM is not good. 

  We calculated on the excitation spectra of 

S=1/2 SLAHM which is an effective model of 

CFTD at two distinctive wavenumbers k using 

QMC+SOCC method. To obtain imaginary 

time correlations with ultra-high precision by 

QMC calculation, we executed huge-scale 

parallel computations using supercomputer in 

ISSP. I have obtained results that quantitatively 

and precisely coincide with the neutron 

scattering experiment result for CFTD. A 

remarkable feature is that the sharp peak at k = 

(π/2, π/2) suggests the existence of symmetric 

well-defined magnon excitation, while the peak 

at k = (π, 0) is broad and asymmetric. As a 

result of investigating the temperature 

dependence, the delta function like peak grow 

at k = (π/2, π/2), whereas at k = (π, 0), no 

change was observed when the temperature was 

sufficiently low. It indicates that the excitation 

of this model has the incoherent property [6]. 
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Finite-Sized effects and hysteresis in chiral

helimagnets

Yusuke Kato

Department of Basic Science, The University of Tokyo

Komaba 3-8-1, Meguro-ku, Tokyo 153-8902

We have studied two subjects of mono-axial

chiral helimagnets using class C.

(i)We examined the properties of isolated chi-

ral soliton as constituent of chiral soliton lat-

tice in mono-axial chiral helimagnets at finite

temperatures with use of three-dimensional

lattice model[1]. In the plane of magnetic

field and temperature, we numerically found

the instability line of isolated chiral soliton,

the region where the interaction between two

solitons is repulsive/attractive and the region

where the isolated chiral soliton can not ex-

ist. We found that the three regions corre-

spond to the continuous phase transition of

nucleation-type (repulsive soliton region), the

discontinuous phase transition (attractive soli-

ton region) and the continous phase transition

of instability-type (no soliton region). This

coincidence between the properties of soliton

and the type of phase transition implies cru-

cial role of chiral soliton in the mechanism for

the phase transition. In this study, we used

the supercomputers to examine the properties

of isolated soliton and the types of phase tran-

sition in the mean-field theory.

(ii) We argue that the surface barrier is an

underlying mechanism for large hysteresis ob-

served in magneto-resistance (MR) measure-

ment for micrometer-sized samples of mono-

axial chiral magnet CrNbS[2]. The hysteresis

of MR in those specimens consists of conspicu-

ous jump at the fieldHb in decreasing field pro-

cess and relatively gradual change in field in-

creasing process. We attribute the large jump

in the decreasing field process to the disappear-

ance of the surface barrier. This interpretation

is justified through agreement between the ex-

perimental results at 10K (which is much lower

than the transition temperature Tc ∼ 130K in

zero field) and theoretical result of a universal

ratio Hb/Hc = 4/π2 ∼ 0.4 ( with thermody-

namic critical field Hc) at zero temperature in

the configuration of the least demagnetization

effect. We discuss that surface barrier is re-

garded as a common property shared among

various systems (superconductors, chiral mag-

nets and chiral liquid crystals) with nucleation

type of continuous phase transition. In early

state of this study, we used the supercomputers

to examine the metastable properties of chi-

ral magnet in the mean-field type relaxation

method. We also used it to discuss the ex-

perimental results on hysteretic properties in

magnetization-curve in this material in [3]

A doctor degree has been given on the basis of

the two studies[4].
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Nonequilibrium relaxation analysis for critical

properties of the antiferromagnetic triangular

Heisenberg model
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We investigate the phase transition and critical
properties for the antiferromagnetic (AF) triangu-
lar Heisenberg model by means of the nonequilib-
rium relaxation (NER) method [1]. While it has
been well-known that there is no long-range order
with continuous symmetry-breaking in 2D contin-
uous spin systems, a topological phase transition
has been explored in this model and discussed for
a long time [2]. Previously, we analyzed the re-
laxation of the z-component for the chiral order
parameter, κ(t), from a 120◦ structure in the XY -
plane, and estimated the precise transition tem-
perature as TKT = 0.2767 using the NER method
with recently improved dynamical scaling analy-
sis [3], where we assumed the transition type as
the Kosterlitz-Thouless (KT) one.

In the present study, we estimate the static and
dynamical critical exponents z and η, where just
these two critical exponents exist independently
in the KT transition. Together with the relax-
ation of order parameter, the NER of fluctuation
fκκ(t) ≡ N

[
〈κ(t)2〉/〈κ(t)〉2 − 1

]
. is used for the

analysis. The asymptotic forms for these dynam-
ical functions are expected as κ ∼ t−η/2z and
fκκ ∼ t2/z , which provide the estimations for z

and η. Calculations are carried out for 1001× 1002
triangular lattice with a skew boundary condition
at the transition temperature obtained above up
to an observation time of 2000 Monte Carlo steps
(MCSs). About 3 × 106 samples are taken for sta-
tistical averaging. Making numerical derivatives for
fκκ(t) and κ(t), we evaluate the functions z(t) and
η(t), which converge to z = 1.90 and η = 0.370
asymptotically, as shown in Figs. 1-2. The present
estimations suggest that the static exponent η is
much deviated from those for the FM-XY model
η = 0.25 and for the triangular AF-XY model
η ∼ 0.31, while the dynamical one z are almost the
same with those model z ∼ 2. This indicates that
the universality class of the triangular AF Heisen-
berg model would be distinct with that of the tri-
angular AF XY model. Farther investigations are
necessary to settle these problems.
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Figure 1: Local exponent z(t).
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Figure 2: Local exponent η(t)
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Molecular dynamics simulations to reveal aggregation 
mechanism of amyloid-β peptides 

 

Satoru G. Itoh and Hisashi Okumura 

Research Center for Computational Science, 

Institute for Molecular Science, Okazaki, Aichi 444-8585 

 

Protein aggregates such as oligomers and 

amyloid fibril, which is a fibrous aggregate of 

proteins, are known to be associated with more 

than 40 human neurodegenerative diseases (Fig. 

1). For example, Alzheimer’s disease is related 

to amyloid-β (Aβ) peptides, and Parkinson’s 

disease is caused by α-synuclein. To overcome 

these diseases, it is essential to understand the 

formation mechanism of protein oligomers and 

amyloid fibrils. For this purpose, we have been 

performed several molecular dynamics (MD) 

simulations of oligomers and amyloid fibrils: 

We have revealed (a) the aggregation 

mechanism of Aβ fragments [1,2], (b) structural 

difference between two ends of the Aβ amyloid 

fibril [3], and (c) disruption process of Aβ 

amyloid fibril by supersonic wave [4]. As for 

the aggregation of Aβ, we have dealt with 

relatively simple systems such as Aβ fragments 

(not full length) in pure solvent so far, but we 

tried more realistic systems including the full 

length Aβ peptides in this fiscal year.  

Aβ has two types, Aβ 40 (40 residues) and 

Aβ 42 (42 residues), which differ in the number 

of amino acids in the C-terminal region. It is 

known that the oligomerization and amyloid 

formation speed of Aβ42 are faster than those 

of Aβ40, but it is not clear why such a 

difference occurs. Initial formation of amyloid 

fibrils in the brains of Alzheimer’s disease 

patients is thought to be caused by aggregation 

of Aβ42 rather than Aβ40. Understanding the 

difference in aggregation mechanism of Aβ40 

and Aβ42 is also essential for the development 

of Alzheimer’s disease treatment. We 

performed a Hamiltonian replica-permutation 

MD simulation, the method of which was 

developed by our group, on each of the Aβ 40 

dimer and Aβ 42 dimer systems and examined 

the effect of the C-terminal region on oligomer 

formation. As a result, we found that Aβ42 

forms intermolecular β-sheet more than Aβ40. 

We also found that this difference is caused by 

the fact that Aβ42 tends to form a β-hairpin 

more easily and a stable intermolecular β-sheet 

is formed between this β-hairpin and another 

Aβ42.  

We plan to increase the statistic by 

performing the simulations further and 

investigate the details of the dimerization 

mechanism of Aβ40 and Aβ42 and its 

differences. 
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Fig. 1: Aggregated Aβ peptides of Aβ peptides. 
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We are investigating the universal feature for

emergence of softness in glass-forming liquids.

One of our recent findings is long-wavelength

fluctuation in two-dimensional (2D) glassy liq-

uids forming originating in the same mech-

anism as Mermin-Wagner theorem. In this

year, we have performed several extended anal-

yses of 2D fluctuations. One is the normal

mode analysis of 2D and 3D supercooled liquid

for Lennard-Jones binary mixtures with Kob-

Andersen parameters, so that we can establish

the Debye asymptote, in a more quantitative

manner than the estimation using the veloc-

ity autocorrelation function performed in our

previous publication [1]. We have especially

working on solution of sparse Hessian matrix,

with more than 1013 matrix elements, to eluci-

date its low-frequency vibration behaviors. In

addition, we began to investigate the response

of 2D liquids to the external field, owing to the

mechanical softness that is inherent to the 2D

glassy systems. The details are under prepa-

ration for our forthcoming publication [2].

In addition, we have developed to new

methodologies to clarify the unified mecha-

nism for emergence of fragility in various types

of glassy liquids. We are developing classi-

cal molecular models with tunable fragilities,

in order to investigate its correlation with the

viscous relaxation, diffusion, and energy trans-

port. Up to now, we clarified that the diffu-

sion is associated with breakage of hydrogens

and stress relaxation, and emergence of rigid-

ity is decoupled from these, by investigating

the breakdown mechanism of Stokes-Einstein

relaxation in water systems [3]. Its relation

to anomalous properties of glasses, including

Boson peak and hidden structural ordering, is

now under investigation.

References

[1] H. Shiba, Y. Yamada, T. Kawasaki, and K.

Kim: Phys. Rev. Lett. 117, 245701 (2016).

[2] H. Shiba, T. Kawasaki, and K. Kim: in

preparation.

[3] T. Kawasaki and K. Kim: Sci. Adv 3,

e1700399 (2017).

Activity Report 2017 / Supercomputer Center, Institute for Solid State Physics, The University of Tokyo

230



The effect of bond-randomness on the quantum

magnetisms in low dimension
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S=1/2 antiferromagnetic Heisenberg model

on the kagome lattice with nearest-neighbor in-

teraction is well known as a candidate of the

possible realization of a quantum spin liquid

(QSL) state. In spite of the tremendous ef-

forts, the true natures still remain unclear.

We investigate the effect of the bond-

randomness to the thermal properties of the

S=1/2 kagome antiferromagnet by means of

Hams-de Raedt (thermal pure quantum state)

method [1, 2, 3]. This method enables us

to compute exact finite-temperature physical

quantities for larger system sizes than those

treated by the conventional exact diagonaliza-

tion method and the negative sign problem

does not occur. We treat here up to 36-site

kagome cluster which has full symmetry of the

infinite kagome lattice under periodic bound-

ary condition.

In the 36-site cluster, we identified before

the additional 3rd and 4th peaks in the low-

temperature specific heat and found that the

3rd peak is associated with a crossover phe-

nomenon occurring between the QSL states

with distinct magnetic short-ranged orders

(SROs). We investigate here the effect of

the bond-randomness to the crossover phe-

nomenon observed in the regular kagome-

lattice antiferromagnet. We find that the low-

temperature specific heat shows T -linear be-

havior in the strong randomness case even in

the 36-site cluster as reported in smaller sys-

tem sizes by means of the exact diagonalization

method [4]. Almost no size dependence of the

T -linear specific heat is also confirmed from

12 to 36-site clusters in the strong randomness

case.

Our results were obtained by using CPU

node of system B. Our MC code is executed

in parallel by using OpenMP technique.
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Motivated by recent theoretical study by

Okubo et al [1] of the possible realization of

the triple-q skyrmion-lattice state in the J1-J2
or J1-J3 triangular-lattice Heisenberg model,

we here investigate the ordering properties in

the J1-J2 classical honeycomb-lattice Heisen-

berg model under magnetic field.

The Hamiltonian of the honeycomb-lattice

Heisenberg model is given by,

H = − J1
∑
⟨i,j⟩

Si · Sj − J2
∑
⟨⟨i,j⟩⟩

Si · Sj

− H
∑
i

Sz
i , (1)

where Si = (Sx
i , S

y
i , S

z
i ) is the classical Heisen-

berg spin with the fixed length of |Si| = 1 lo-

cated at the i-th site on the honeycomb lattice,

J1 < 0 and J2 < 0 represent the antiferro-

magnetic NN and NNN interactions, while the∑
⟨i,j⟩ and

∑
⟨⟨i,j⟩⟩ are taken over the NN and

NNN pairs J1 and J2, respectively.

This model has been known that the ground

state of the model in zero field exhibits, for

J2/J1 > 1/6, a single-q helical order with an

incommensurate wavevector with an infinite

ring-like degeneracy in the q-space, while, for

J2/J1 ≤ 1/6, the standard two-sublattice an-

tiferromagnetic order [2]. Finite-temperature

ordering properties in zero field have also been

investigated by Okumura et al [3], and then

only a single-q helical ordered state has been

found as an quasi-long ranged ordered state.

The in-field ordering process of the present

honeycomb-lattice model is a remaining big is-

sue since the interplay between macroscopic

degeneracy in the ground state and fluctua-

tions might lead to a intriguing behavior.

We focus here to the region 1/6 < J2/J1 <

0.2 in which the incommensurability is very

strong. We succeed to find an exotic multiple-

q state by means of extensive monte carlo

(MC) method. The corresponding real-space

spin texture seems to be like a “water rip-

ple”, therefore, we call the new multiple-q state

as “ripple state”. We also find appearance of

the vector chiral domain in the new state and

the relationship to the spin-liquid compound,

Bi3Mn4O12(NO3) is discussed. [4]

Our results were obtained by using CPU

node of system B. Our MC code is executed

in parallel by using both OpenMP and MPI

techniques.
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The S=1/2 kagome-lattice antiferromagnet 
is one of interesting frustrated quantum spin 
systems. The systems exhibit the quantum 
spin fluid behavior, which was proposed as an 
origin of the high-Tc superconductivity. The 
spin gap is an important physical quantity to 
characterize the spin fluid behavior. Whether 
the S=1/2 kagome-lattice antiferromagnet is 
gapless or has a finite spin gap, is still unsolved 
issue. Because any recently developped numer- 
ical calculation methods are not enough to de- 
termine it in the thermodynamic limit. Our 
large-scale numerical diazonalization up to 42- 
spin clusters and a finite-size scaling analysis 
indicated that the S=1/2 kagome-lattice anti- 
ferromagnet is gapless in the thremodynamic 
limit[1, 2, 3]. It is consistent with the U(1) 
Dirac spin liquid theory of the kagome-lattice 
antiferromagnet[4, 5]. On the other hand, the 
density matrix renormalization group calcula- 
tions supported the gapped Z2 topological spin 
liquid theory[yan,hotta]. We propose one of 
better methods to determine whether the spin 
excitation is gapless or gapped, based on the 
finite-size scaling analysis of the spin suscep- 
tibility calculated by the numerical diagonal- 

ization. The present work indicates that the 
kagome-lattice antiferromagnet is gapless, as 
well as the triangular-lattice one[8, 9, 10]. 
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The spin flop is one of interesting mag-  
netic phenomea.  It was  initially proposed as   
a first-order phase transition accompanied by 
the  change  of  the  direction  of  the  Néel  order. 
It has been supposed to occur only in antiferro- 
magnets with the easy-axis anisotropy. How- 
ever, our previous large-scale numerical diago- 
nalization study indicated that a spin-flop-like 
magnetization jump in someantiferromagnets 
without any spin anisotropy[1, 2, 3]. The sys- 
tems which exhibit such a magnetization jump 
are the S = 1/2 square-kagome- and Cairo- 
pentagon-lattice antiferromagnets. The mag- 
netization jump is supposed to induced by the 
strong spin frustration. However, the detailed 
mechanism is still an open problem. Thus we 
study on the spin flop phenomena of these frus- 
trated systems using the exact small cluster 
analysis. As a result, it is found that the mag- 
netization jump is induced by an entangled 
state[4]. 
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Proteins carry their function by interacting 

with other proteins or ligands. Thus, accurate 

prediction of protein-protein/ligand complex 

structures is a key to understanding their 

function. We proposed the Concentrated 

ligand Docking (ColDock) method, an 

efficient but accurate method to generate 

protein-ligand complex structures using 

molecular dynamics (MD) simulations at 

relatively high ligand concentrations. The 

procedure of ColDock for a given protein-

ligand pair is as follows. (i) Multiple ligands 

are distributed randomly around the protein at 

relatively high concentration (~100 mM). (ii) 

Multiple short (100 ns) independent MD 

simulations are conducted. To prevent ligand 

aggregations which might be caused by high 

concentration, extra repulsive forces are 

applied between ligands (Fig.1). (iii) Ligands 

in contact with the protein are selected. (iv) 

The selected ligands are clustered according 

to root-mean-square-deviation (RMSD). 

Ligand poses are predicted as the 

representatives poses of each of the dominant 

clusters.  

 
Fig.1 Pair distribution functions, g(r)s, of 

ligand with (solid line) and without (broken 

line) repulsive force, f(r) (dotted line) 

 

We applied ColDock to four systems; 

FK506 binding protein in complex with 1) 

dimethylsulfoxide (DMS) and 2) methyl 

sulfinyl-methyl sulfoxide (DSS), 3) a 

complex of human plasminogen kringle 4 

with ε-aminocaproic acid (ACA), and 4) the 

X-linked inhibitor of apoptosis protein in 

complex with 4-(4-bromo-1H-pyrazol-1-yl) 

piperidinium (BPP). We used the protein 

structure in holo form (taken from the crystal 

complex structure for DMS, ACA, and BPP 

as an initial test. To examine the performance 

of ColDock we later used the protein 

structures in apo form for all four systems.  

Since ligands bound to the correct 
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position are stably held at that position, the 

population of ligands at the correct binding 

site is expected to be high. The assumption 

was verified by analyzing probabilities of 

ligand contact per residue (Fig.2). As 

expected, residues with high contact 

probability (dark region in Fig.2) are located 

around the correct binding site. Ligands in 

contact with the protein from all MD snapshot 

were gathered, then RMSD-based clustering 

was conducted. To reduce the computational 

cost for clustering, only ligands in contact 

with 6 or more residues were selected.  

 
Fig.2 Probabilities of ligand contact per 

residue in DMS (a) and BPP (b). Darker 

regions represent residues with high contact 

probability. Ligands in the crystal structure of 

the complex are shown for reference. 

Despite the simplicity of the procedure, 

ColDock successfully predicted the structure 

of the three complexes starting from the holo 

structure. Ligand RMSDs (RMSD of ligand 

from the crystal structure after superposing 

protein structures) for DMS, ACA, and BPP 

were 0.3, 1.3, and 0.4 Å, respectively. All the 

native contacts were successfully reproduced. 

When protein structures in the apo forms 

were used, ColDock successfully predicted 

three out of four cases (Fig.3). For BPP, the 

ligand binding site of the protein in the apo 

form is closed (Fig.4) and was unable to open 

within 100 ns. The combination with a pocket 

expansion technique is required for such 

targets and is currently under investigation. 
Since ColDock uses standard MD simulations 

with an extra repulsive force, it can be easily 

combined with any method. 

 

 Fig.3 

Predicted (black) and crystal (white) 

structures of ligands in (a) DMS, (b) DSS, (c) 

ACA, and (d) BPP. 

 

Fig.4 Structures of the X-linked inhibitor of 

apoptosis protein in the crystal holo (dark) 

and apo (light) forms. The arrow indicates the 

loop which closes the binding pocket in the 

apo form.  
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To construct an in-silico drug-design 

protocol, an accurate computation of the 

dissociation rate for protein-ligand systems is 

required. However, the computation is 

impossible with the molecular dynamics (MD) 

simulations because the time scale of the 

dissociation is second and is too long to 

perform the conventional MD for dissociation. 

A solution is to employ the Markov-state model 

(MSM). The model is constructed through the 

following steps: (i) Classify conformations into 

major states; (ii) Calculate the transition 

probabilities between the states, and; (iii) 

Compute physical quantities. We have recently 

proposed that an accurate computation of a 

physical quantity is possible when a manifold-

learning technique employed for the 

classification [1]. 

Here, we performed MD simulations of 

hemoglobin-O2 system to demonstrate that the 

dissociation rate can accurately compute using 

MSM. The program AMBER16 [3] was used 

for the MDs. The calculations were primarily 

performed using L4cpu and L2fat. To 

investigate whether accurate computation of the 

dissociation rate is possible, its correct answer 

is required. To obtain the answer, dissociation 

should occur within the time scale (tMD) that 

MD can be performed. As shown in Fig. 1, The 

dissociation of O2 was successfully reproduced 

within tMD. 
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Fig. 1: The snapshots of the initial (left) and final  

(right) MD steps. Spheres are the O2. 
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To elucidate the mechanism for a variety of 

biophysical processes such as protein folding 

and aggregation and binding of drug molecules, 

accurate and efficient computation of the free 

energy of proteins is inevitable. The standard 

methods enable us to exactly compute the free 

energy of proteins within a force field used. 

However, molecular dynamics (MD) 

simulations of many intermediate states 

connecting the initial (reference system 

containing only water molecules) and final 

(solution system consisting of water and solute) 

states are required. On the other hand, we have 

recently proposed accurate computation 

methods for the hydration-free energy [1] and 

for the configurational entropy [2]. These 

methods enable us to compute those quantities 

using the MD simulation data for the initial and 

final states. Thus, our computational method, 

referred to as “end-point method”, is more 

efficient than the standard method. 

To demonstrate the usefulness of the end-

point method through an accurate computation 

of the free-energy change of protein folding, we 

applied the method to the protein folding of 

apoplastocyanin. We first performed a replica-

exchange MD (REMD) simulation to sample 

the conformations including the native and 

unfolded states. The program AMBER16 [3] 

was used for the REMD, and generalized Born 

model was employed for the implicit solvent 

model. We then calculated the entropy change 

upon folding of apoplastocyanin using the end-

point method and the morphometric approach 

[4]. The calculations were primarily performed 

using the L36cpu. The result was 1.7 kcal/mol, 

and experimental value was ~ 0 kcal/mol. A 

reason of discrepancy would be the force field 

for proteins. 

 

References 
[1] T. Yoshidome, T. Ekimoto, N. Matubayasi, 

Y. Harano, M. Kinoshita, and M. Ikeguchi, J. 

Chem. Phys., 142, 175101 (2015). 

[2] S. Hikiri, T. Yoshidome, and M. Ikeguchi, J. 

Chem. Theory Compt., 12, 5990 (2016). 

[3] D.A. Case, et al., AMBER 2016, University 

of California, San Francisco (2016). 

[4] R. Roth, Y. Harano, and M. Kinoshita, Phys. 

Rev. Lett., 97, 078101 (2006).

Activity Report 2017 / Supercomputer Center, Institute for Solid State Physics, The University of Tokyo

239



Physical Property Analysis of Macromolecular

Self-Assembly using Quantitative Coarse-Grained

Molecular Model

Wataru Shinoda
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Coarse grained (CG) model has been widely

used in macromolecular and biological sim-

ulations. To investigate molecular processes

at the meso- and macroscopic scales, “phe-

nomenological” CG models have mostly been

used. However, chemical details often signifi-

cantly affect the physical properties of molec-

ular assembly, suggesting the need of a quanti-

tative CG model that can reflect the difference

of molecular species at an appropriate resolu-

tion. Our CG model is one of these trials to

conduct a quantitative simulation particularly

focusing on the interfacial problems in soft ma-

terials. Thus, we have been developing a CG

model that can capture the interfacial ther-

modynamic properties of molecular assembly

correctly.[1] The CG model is often called the

SDK (Shinoda-Devane-Klein) model.[2] Based

on the SDK approach, we are developing a new

CG model for polymers and biological macro-

molecules. In this report, we write specifically

a polymer CG model for perfluoro sulfornic

acid (PFSA) membranes.[4]

In our CG approach, we use experimental

and computational data as references for the

parameter optimization of the CG model. As

shown in Fig. 1, we define a single CG site

to represent a group of about 10 atoms. The

computational data is usually obtained by a se-

ries of all-atom molecular dynamics (AA-MD)

simulations of relatively small systems. Using

the supercomputer at ISSP, we can conduct

a large-scale simulation of PFSA membrane

Figure 1: The CG mapping of PSFA ionomer.

All-atom representation is given in stick and

CG representation is given in transparent par-

ticle.

even with the all-atomic force field. 100ns-long

AA-MDs of PSFA system containing 200,000

atoms have been routinely conducted, which

produces well converged results for structural

properties for relatively short chained poly-

mers (connected 10 monomer units). This

produces a reliable reference data for struc-

tural properties of PSFA membranes. How-

ever, polymers that are experimentally used

for the electrolyte purpose have much higher

molecular weight typically, so we need to han-

dle the longer polymer chains including more

than a hundred of monomer units to simulate

the experimentally relevant system. This is
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prohibitively difficult for AA-MD, so we need

a quantitative CG model at least to reproduce

the morphology made by PFSA including some

amount of water. Thus, we extended the SDK

model to simulate the PSFA membranes. One

finding is that, in order to reproduce the in-

terfacial properties as well as rather fine struc-

ture, a hybridization of the SDK and IBI (It-

erative Boltzmann Inversion) models could be

useful.[4] The hybrid SDK/IBI CG model was

confirmed to successfully reproduce the struc-

tural properties from AA-MD. This also en-

ables us to simulate reasonable target mem-

brane systems including long polymer chains

with the realistic length. We have run a large

scale CG-MD of PFSA membrane contain-

ing 0.3 million CG particles, which represents

about three million atom system. We success-

fully equilibrated the CG system after a se-

ries of annealing simulations, and then, gen-

erated the corresponding all-atom configura-

tion using a reverse-mapping technique. In

this way, we generated a reasonable all-atom

configuration for the glass polymer membrane,

and a relatively short equilibration MD simula-

tion was just required to prepare a large-scale

polymer membrane system, thanks to the pre-

equilibrated structure produced by the quan-

titative CG-MD simulation. Here we used the

LAMMPS and GROMACS softwares for CG

and AA-MD simulations, respectively. Both

of these simulation were significantly acceler-

ated by GPU. The obtained well-equilibrated

all-atom structure (Fig. 2) should be useful for

the mechanical and ion conductivity examina-

tion of the polyelectrolyte membrane.
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Numerical study on low-energy states

of quantum spin systems

Hiroki NAKANO
Graduate School of Material Science, University of Hyogo

3-2-1 Kouto, Kamigori-cho, Ako-gun, Hyogo 678-1297, Japan

In condensed matter physics, generally, it
is very difficult to estimate physical quanti-
ties precisely in systems of many-body prob-
lems. For such systems, therefore, numeri-
cal approaches have widely been used as ef-
fective ones. From this motivation, many re-
searchers have carried out a lot of computa-
tional studies, which contribute much to our
deeper understanding of quantum spin sys-
tems. Even for the situation, numerical studies
are particularly difficult when spatial dimen-
sions of target systems with frustrations are
larger than one. This difficulty occurs under
the situation that applicable numerical meth-
ods are limited. It is well known that such
systems cannot be treated by the quantum
Monte Carlo simulations and the density ma-
trix renormalization group calculations. Only
the numerical diagonalization method based
on the Lanczos algorithm is generally appli-
cable when a target system includes frustra-
tions and when the spatial dimension of the
system is larger than one. At the same time,
this method also has a serious weak point.
Only very small system sizes can be treated
by this method. We then succeeded in develop-
ing a hybrid-type parallelized code of Lanczos
diagonalization[1] to overcome this disadvan-
tage. Using this Lanczos-diagonalization code
that we developed, we examine various quan-
tum spin systems as a primary approach.

The primary study of this year in the
present project examines the S = 1/2 Heisen-
berg antiferromagnet on the triangular lattice
with next-nearest-neighbor interactions under
the magnetic field[2]. The amplitude of the
nearest-neighbor interactions and the next-
nearest-neighbor interactions are denoted by

J1 and J2, respectively. It is widely known that
the system shows the magnetiztaion plateau at
one-third height of the saturation in the mag-
netization curve when J2 = 0. On the other
hand, when J2 is infinitely larger than J1, the
system is reduced to three isolated systems,
each of which is the triangular-lattice antifer-
romagnet with only the nearest-neighbor inter-
action with its amplitude J2. Therefore, the
one-third-height plateau exists for J2 À J1.
The primary question of our study is what hap-
pens in the case of intermediate J2. We exam-
ine whether or not the plateau of this height
disappears. We carry out Lanczos diagonal-
izations and obtain the magnetization curves
for 27 and 36-site clusters. Our calculations
clarify that the plateau at this height closes ar
around J2/J1 = 0.2, that the plateau disap-
pears at least until J2/J1 = 0.7, and that the
plateau opens again for even larger J2. The
clarified behavior becomes a fundamental in-
formation concerning the triangular-lattice an-
tiferromagnet.

Since 2016, our project also treats the case
when the triangular-lattice antiferromagnet in-
cludes the distortion of the

√
3£

√
3 type. Note

here that this distortion links the two cases of
the triangular and dice lattices. Our calcula-
tions clarified that there exists an intermediate
region where the ground state shows continu-
ously increasing spontaneous magnetization[3].
In 2017, the thermodynamic properties such as
the specific heat and the susceptibility are also
studied around the phase boundaries of the in-
termediate phase[4, 5].

Our studies contribute to our understand-
ings of the triangular-lattice antiferromagnet
and the nontrivial effect of frustration in mag-
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netic materials.
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Numerical study of non-equilibrium systems

Kenji HARADA
Graduate School of Informatics, Kyoto University, Kyoto 606-8501, Japan

Many systems in Nature are open sys-
tems coupled to external reservoirs. Some-
times the systems in the microscopic level
break a detailed balance condition between mi-
crostates. This type of systems shows non-
equilibrium behavior. In particular, the in-
teresting phenomena in a non-equilibrium sys-
tem is a phase transition. In the last decades,
our understanding for a phase transition of
non-equilibrium systems makes the remarkable
progress. A highlight is a universality in a
continuous phase transition of directed perco-
lation (DP) problem[1]. If we regard an al-
lowed direction of percolation in a DP prob-
lem as a time, a (d+ 1)-dimensional DP prob-
lem describes a d-dimensional time evolutional
system as a reaction-diffusion model, or a d-
dimensional quantum system defined by a non-
Hermitian Hamiltonian. If there is no active
element in a system at a time, the time evo-
lution of the system freezes. Since a system
cannot escape from the state, it is called an
absorbing state. Increasing a local percolation
probability, a phase transition occurs at which
a convergence into the absorbing state disap-
pear. For various DP problems, the density of
active sites continuously appears at the phase
transition point which is called an absorbing
phase transition. Interestingly, it shows a crit-
icality as like a conventional continuous phase
transition of equilibrium systems. Many previ-
ous studies confirmed the universality of con-
tinuous absorbing phase transiton. The idea of
universality in equilibrium systems was gener-
alized into non-equilibrium systems.

To study this problem, we tried to use a ten-
sor network scheme. There are two approaches
in a tensor network for this problem. Because
the temporal evolution of a system is described
a master equation of a state probability distri-
bution, the first method is a time-evolution of

a state probability distribution in which the
state probability distribution is defined as a
tensor network. The second method is a renor-
malization of a time-evolutional operator in a
master equation.

We applied the first method to the one-
dimensional DP problem. A promised tensor
network of a state probability distribution, in
this case, is a matrix product state. In partic-
ular, we find a better performance of a special-
ized matrix product form to keep a precision
in a time-evolution of a state probability distri-
bution. It is a canonical form. Because a time
evolutional operator of DP problem is a ten-
sor network of local time evolutional operators,
the standard SVD approximation for multipli-
cation of a local time evolutional tensor in a
part of a canonical form satisfies a global opti-
mization condition. The precision of a canoni-
cal form calculation can be compared with that
of a standard Monte Carlo simulation.

For the second method, we consider a key
feature of many tensor network renormaliza-
tion techniques. Then, we introduce an entan-
glement branching operator to split a compos-
ite entanglement flow in a tensor network[2].
The entanglement branching is a new use-
ful operation to manipulate a tensor network.
For example, finding a particular entanglement
structure by an entanglement branching op-
erator, we can improve a conventional ten-
sor renormalization method to catch a proper
renormalization flow in a tensor network space.

[1] M. Henkel, H. Hinrichsen, and S. Lübeck,
“Non-Equilibrium Phase Transitions. Vol-
ume 1: Absorbing Phase Transitions”
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erator”, Phys Rev B 97 (2018) 045124.
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Designing Thermal Functional Materials via Materials Informatics 

Junichiro SHIOMI  

Department of Mechanical Engineering, The University of Tokyo 

7-3-1 Hongo, Bunkyo, 113-8656 

 

Materials informatics (MI), which has 
been considered as the fourth paradigm of 
science in addition to theory, simulation, 
and experiment, is now gaining a great 
attention in the field of heat transfer as a 
powerful and efficient tool to accelerate 
the discovery and design of materials with 
desired thermal property. This year, we 
focused on designing nanostructures for 
thermal functional materials via MI.  

The first main part of last year work is 
about multifunctional structural design of 
graphene thermoelectrics by Bayesian 
optimization (BO). We have applied BO to 
design nanostructures with optimal 
thermal transport before [1]. This year, we 
extend the BO to consider multi-
evaluation (phonon and electron) during 
the designing [2]. We consider two 
different models as shown in Fig. 1: 
periodically nanostructured GNR (Model 
A) and antidot GNR (Model B).  

 

Figure 1: Nanostructured thermoelectric 
graphene nanoribbons (GNRs). (A) 

Periodically nanostructured GNR (Model 
A) and (B) antidot GNR (Model B). 

Figure 2A shows average, maximum 
and minimum ZT of Model A with 
different numbers of vacancies. The 
Bayesian search accelerates the 
exploration of high ZT structures in all 
cases as shown in Fig. 2B. In most cases, 
top-0.5% of the structures can be found by 
the Bayesian search with half the 
calculations for the random search.  

 

Figure 2: (A) The maximum, minimum, 
and average ZT of all candidates. Dashed 
lines show the linear fitting. (B) Efficiency 
of Bayesian optimization. (C)/(D) show 
the optimal structure and electron/phonon 
band structure.  

Figures 2C and 2D show GNR 
structures that have the largest power 
factor and thermal resistance. As for the 
structure with optimized power factor, 
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vacancies are introduced over the entire 
area of GNR except for the hexagonal 
lattices along an edge. The structural 
optimization leads to strong flattening of 
electronic bands around energy levels of 
the edge state and eventually band gaps are 
generated. Nanostructuring in middle 
areas of zigzag GNRs leads to phonon 
scattering without a significant change of 
the edge state and enhances the 
thermoelectric performance.  

Figure 3A compares thermoelectric 
properties of the pristine structure, the 
periodic antidot structure, and the optimal 
structure, the last two of which are shown 
in Fig. 3B. The optimal structure has an 
aperiodic array of antidots, which 
increases ZT by 11 times. It is interesting 
to note that simply arranging the antidot 
periodically increases ZT by 5.0 times 
compared with the pristine structure, yet 
the remaining 2.1 times does require the 
optimization. This indicates that the 
optimization of the arrangement of 
antidots can effectively improve thermal 
and electronic properties, simultaneously. 

 

Figure 3: Optimization of antidot GNR 
structure. (A) Thermoelectric properties of 
representative structures. (B) Periodic and 

optimal aperiodic structures. (C)/(D) 
Phonon/Electron transmission functions. 
(E) Electron transmission functions and 
density of states periodic/optimal 
structures. (F) Local DOS distribution of 
resonant states of periodic/optimal 
structures.  

 Figure 3C shows the phonon 
transmission functions of the pristine, 
periodic, and optimal aperiodic structures. 
The phonon transmission decreases 
significantly by introducing the periodic 
antidots and hence thermal resistance 
increases. Electron transmission functions 
of representative structures are compared 
in Fig. 3D. Unlike pristine GNRs that have 
low Seebeck coefficient due to the absence 
of the band gap, periodic antidot GNRs 
have higher Seebeck coefficient because 
of the presence of transport gaps, 
corresponding to energy gaps of an infinite 
periodic antidot GNR. The introduction of 
periodic antidots, therefore, can enhance 
the thermoelectric performance. The 
optimal antidot arrangement can suppress 
resonant peaks. In Fig. 3E, the electron 
transmission functions and density of 
states (DOS) show that although resonant 
states exist near the edge state in both the 
periodic and optimal structures, their 
electron transmission functions are 
strongly suppressed in the optimal 
structure. The local density of states 
(LDOS) at the resonant energy mapped 
onto each atom are shown in Fig. 3F. 
LDOS in the finite periodic structure 
spreads over the whole nanostructured 
region while the optimal aperiodic 
structure clearly leads to the localization of 
states in limited areas. It is intuitively 
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comprehensible that the widely-spreading 
states, which can be regarded as Bloch 
states, contribute to electron transport 
while the strong localization generates the 
region with extremely low DOS and 
suppresses the electron transport as shown 
in Fig. 3E. 

The second main part of last year work 
is about the development of Monte Carlo 
tree search method. The Bayesian 
optimization is very effective and accurate 
when the total number of candidate is 
around several hundred thousand. 
However, when dealing with cases with 
huge or even unlimited number of 
candidates, it becomes very difficult. Here, 
we introduce our developed another 
effective method named Monte Carlo Tree 
Search (MCTS) [3], which combines the 
generality of random simulation with 
precision tree search. Tree search is a 
popular method for making optimal 
decisions in artificial intelligence (AI) 
problems, such as Go games.  

The MCTS algorithm is based on a 
search tree built node by node according to 
the evaluation of each simulated case, as 
shown in Fig. 4. Each node contains two 
important information: an estimated value 
based on simulation results and the 
number of times it has been visited. The 
process of MCTS is composed of four 
steps: selection, expansion, simulation, 
and backpropagation. (i) Selection: 
Starting at root node R, recursively select 
optimal child nodes according to larger or 
small upper confidence bound (UCB) 
score until a leaf node L is reached. (ii) 
Expansion: If the leaf node L is a not a 

terminal node then creates one or more 
child nodes and select one C. (iii) 
Simulation: Randomly select one playout 
from C and do the conductance calculation. 
(iv) Backpropagation: Use the calculated 
thermal conductance value to update the 
node information on the path back from C 
to R. It has to be mentioned that MCTS 
does not guarantee finding global optimal 
structure, and instead it offers structure 
close to the global optimal one with high 
efficiency.  

 

Figure 4: Schematics of Monte Carlo tree 
search method.  

To test the performance Monte Carlo 
tree search, we applied MCTS to design 
the Si/Ge alloy interfacial structure to tune 
heat conduction across the Si-Si and Si-Ge 
interfaces. The convergence of MCTS 
shown in Fig. 5 is slower compared with 
BO [1]. Not all the 10 rounds of 
optimization can target the global optimal 
structures with the same number of 
calculated candidate structures as BO, 
however they are approaching the global 
optimal conductance. The advantage of 
MCTS is that it can deal with optimization 
cases with unlimited or huge number of 
candidates that BO cannot deal with. With 
the increase of number of candidates, the 
consumed time for selection of next 
candidate in BO will increase quickly, 
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which make the BO optimization rather 
time consuming, while the MCTS is able 
to obtain the quasi-optimal structures with 
high efficiency.  

 

Figure 5: Performance test of Monte Carlo 
tree search for Si-Si and Si-Ge alloy 
interface. 

In summary: (1) By taking graphene 
nanoribbons (GNRs) as a representative 
thermoelectric material, we carried out 
structural optimization by alternating 
multifunctional (phonon and electron) 
transport calculations and the Bayesian 
optimization to overcome the trade-off. 
We achieved multifunctional structural 
optimization with efficiency more than 
five times that of the random search. The 
obtained GNRs with optimized antidots 
significantly enhance the thermoelectric 
figure of merit (ZT) up to 11 times that of 
the pristine GNR. The knowledge of the 
optimal structure further provides new 
physical insights that independent tuning 
of electron and phonon transport 
properties can be realized by making uses 
of the zigzag edge states and aperiodic 
nanostructuring. (2) We have designed 
Monte Carlo tree search method which can 
provide approaching global optimal 
structures with high efficiency and it can 
be applied to optimal/design cases with 
unlimited number of candidates that 
Bayesian optimization cannot deal with.  
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Control of Phonon and Electron Transport Properties Using  
Mechanical Strain 
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Department of Mechanical Engineering, 

The University of Tokyo, Hongo, Bunkyo-ku, Tokyo 113-8656 

 
 A recent advance of nanotechnology 
allows us to design materials in nanoscale. 
When the length scale of nanostructures in 
materials reaches in the order of phonon 
wavelength, wave nature is expected to 
dominate their thermal transport properties. 
Despite many attempts to observe such 
coherent wave nature of phonons in 
experiments, coherent phonons had been 
observed only except for at low temperature 
(< 10 K) [1] or low frequency (< 1 THz) [2] 
because phonons easily lose their phase 
information during scattering processes. 
Recently, Kodama et al. [3] have revealed 
that thermal conductivity of carbon 
nanotubes (CNTs) decreases by ≈ 60% at 
room temperature and peak temperature of 
temperature dependent thermal conductivity 
decreases by ≈ 50 K due to encapsulation of 
fullerenes. These results indicate that the 
encapsulated fullerenes do not act as simple 
phonon scatters like impurities but modulate 
phonon dispersion of outer single-walled 
CNTs (SWNTs).  
 Observation of carbon nanopeapods with 
transmission electron microscope has shown 
that the fullerene encapsulation induces radial 
expansion in outer SWNTs [3]. We, therefore, 
have attempted to reveal effects of fullerene 
encapsulation. We analyzed phonon 
dispersion of SWNTs and peapods based on 
spectral energy density (SED) analysis.  
 We found that the radial expansion leads 
to softening and hardening of axial and radial 
modes, respectively, which should be caused 
by variation of force constants due to the 
induced strain. Moreover, the periodic strain 
leads to zone-folding effect of phonon modes 
in outer SWNT and encapsulated fullerenes. 
Zone-folding effect leads to reduction of 

group velocity. Figure 1 shows that 
magnitude of reduction of thermal 
conductivity along radial direction due to 
relaxation time and group velocity. This 
figure clearly shows that thermal 
conductivity decreases due to the decrease in 
phonon group velocity.  
 Our simulations reveal that the 
encapsulation-induced periodic strain makes 
an artificial superlattice of CNTs, which 
provides a new concept of tuning of 
microscopic thermal transport and strain-
thermal engineering. We believe that 
experimantal study based on our simulations 
can realize use of coherece wave nature for 
advanced thermal devices such as thermal 
rectification and thermal cloaking. 

 
Fig. 1. Suppression of thermal conductivity along 
radial direction. Decrease in group velocity 
dominates the suppression of thermal conductivity. 
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Magnetic excitation and spin transport in frustrated

quantum spin chain

Hiroaki ONISHI

Advanced Science Research Center, Japan Atomic Energy Agency,

Tokai, Ibaraki 319-1195

In ordinary magnetic insulators, elementary

excitation is described by magnon and the flow

of magnons causes spin current and thermal

current. In contrast, frustrated magnets often

show nontrivial ground states and elementary

excitations. Thus we expect that novel types of

carriers would contribute to spin and thermal

transport phenomena. Here we focus on a spin

nematic state in a spin-1/2 J1-J2 chain with

ferromagnetic J1 and antiferromagnetic J2 in

a magnetic field. As for magnetic excitations,

we have found gapless quadrupole excitations

[1] as well as gapless longitudinal and gapped

transverse spin excitations [2]. These indicate

that bound magnons can be created without

energy cost and contribute to transport.

In the present work, to gain an insight into

bound-magnon-mediated transport, we study

temperature and field dependencies of spin and

thermal Drude weights. For this purpose, we

perform exact diagonalization calculations to

obtain all eigenvalues and eigenvectors of the

Hamiltonian, using ScaLAPACK designed for

distributed memory parallel computers, and

evaluate thermal expectation values. Utilizing

the total magnetization and the momentum as

conserved quantities, the maximum dimension

is 9252 for 20 sites, which can be handled with

workstations. It grows to 112720 for 24 sites,

accessible due to MPI parallel simulations on

the system B of the ISSP supercomputer.

Figure 1 shows the temperature dependence

of the Drude weights at zero field. Note that

the system size dependence is large even with
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Figure 1: Temperature dependence of (a) spin

and (b) thermal Drude weights at zero field for

J1 = −1 and J2 = 1.

24 sites, and results with up to 24 sites are not

enough to obtain a conclusive statement about

the behavior in the thermodynamic limit. We

find a peak structure, since the Drude weights

drop to zero as the temperature goes to zero

due to the finite-size effect. As the system size

increases, the Drude weights become large at

low temperature, while they become small at

high temperature. For the spin Drude weight,

the peak seems to approach zero temperature,

indicating that the spin Drude weight is zero

at finite temperature, i.e., the spin transport

is diffusive. Analyses on the magneto-thermal

effect in the magnetic field are in progress.
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Phase diagrams of random topological matters
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Recent discoveries of two-dimensional quan-
tum spin Hall states and three-dimensional
(3D) topological insulators (TIs) have inspired
extensive research of these novel topological
materials. Here we have studied disordered
topological insulators as well as Weyl semimet-
als (WSM), which are constructed by stacking
2D Chern insulator (CI) layers.

Based on the renormalization group analy-
sis, we have proposed the scaling theory near
the multicritical point of WSM-CI-Metal, and
have verified the scaling behavior numerically
[1]. We have shown that the Anderson local-
ized phase appears between CI-Metal, while
the transition is direct for WSM-Metal and CI-
WSM. We have also discussed novel scaling be-
havior of CI-WSM transition [2].

We have demonstrated that the image recog-
nition based on multilayer convolutional neural
network (so called deep learning) works well for
drawing the phase diagram of disordered topo-
logical insulators and Weyl semimetals [3,4].
In addition, we have applied 3D image recog-
nition to analyze entire 3D wave functions. We
have shown that a full phase diagram of the
disorder-energy plane is obtained once the 3D
convolutional neural network has been trained
at the band center (Fig. 1). We have further
demonstrated that the full phase diagram for
3D quantum bond and site percolations (which
are topologically disordered systems) can be
drawn by training the 3D Anderson model at
the band center [5].
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Figure 1: Color map of the intensity Pdeloc

(probability that the system is a metal) for all
the energy spectrum of 3D Anderson model.
An average over 5 samples was performed. The
two green arrows indicate the region where the
neural network is trained. Dashed line and the
cross are the phase boundaries derived by other
methods. Taken from [5].
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Spinodal line shows a boundary beyond

which a thermodynamic phase no longer sta-

bly exists. The name reminds us of the mean-

field (classical) spinodal derived from ϕ4 the-

ory. When fluctuations of a system are taken

into consideration, the location of the lines

would change. As for the location of the spin-

odal lines, the research was already performed

for a 3D Ising system. The spinodal line was

shown to approach the magnetization curve

when L≫ ξ [1], where L and ξ denote the lin-

ear dimension of a cell, obtained by dividing

the system, and the correlation length, respec-

tively. Because a fluid system is believed to

belong to the same universality class as that of

the Ising system, a similar behavior is expected

regarding the spinodal and binodal lines. How-

ever, this expectation has never been proved

yet. The present research is to try to demon-

strate that the liquid–gas spinodal line is grad-

ually proximity to the binodal line for L ≫ ξ.

As a fluid system, the modified Lennard-Jones

(mLJ) system was employed because its ther-

modynamic behavior is precisely known [2].

We also make comments on the validity of the

equation of state (EOS), recently proposed for

dense fluids [3] based on a new cluster expan-

sion.

Here and after, all quantities are expressed

in units of σ and ϵ, which are the length

and energy scales of the mLJ potential func-

tion, respectively. A cubic system with a

side of N = 35.22 was employed. Periodic

boundary conditions were imposed on the sys-

tem, in which 16384 particles were contained.

The number density was ρ = 0.375, which is

slightly larger than the critical density, ρc =

0.331(3) [4]. The isothermal molecular dy-

namics simulation was conducted. After suffi-

cient equilibration at a temperature T below

the critical temperature Tc = 1.0762(2) [4],

the system was divided into cubic cells with

a side L, and the probability, P
(2)
L (ρ1, ρ2), of

finding simultaneously the densities, ρ1 and

ρ2, in the adjacent cell was evaluated during

subsequent production runs. We expect that

− lnP
(2)
L (ρ1, ρ2)

∣∣∣
ρ1=ρ2=ρ

= − lnP (ρ) behaves

as the coarse-grained free energy, which can-

not be calculated directly. In this preliminary

study, we focused on low-temperature behav-

iors at T/Tc = 0.7, 0.8, and 0.9. Three lengths,

5.87, 7.044, and 8.805, were chosen for the side

L. To assess the location of the binodal lines,

the EOS [3] was used as a guide.

Figure 1 shows snapshots of the system af-

ter equilibration, i.e., after separation into liq-

uid and gas phases, at those temperatures. A

flat interface resulted in at the lowest tempera-

ture examined. Because the temperatures were

well below Tc, the correlation length ξ was not

assessed from the critical parameters [4], but

were directly evaluated by fitting the density

profile in x-direction around the interface to a

function, ∼ tanh[(x−x0)/ξ], where x0 denotes

the interface position.

The binodal and spinodal densities are de-
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Figure 1: Snapshots showing liquid–gas coexis-

tence at T/Tc = 0.7, 0.8, and 0.9 (from left to

right).

noted by ρb and ρs, respectively (and their

gas branches are denoted by ρgb and ρgs upon

necessary). Those densities correspond to the

minima and the inflection points of the coarse-

grained free energy, respectively. The resulting

P (ρ) had indeed two peaks centered around

the binodal densities.

To discuss the universal behavior, from

which the dependence of the relationship be-

tween ρb and ρs on L/ξ is to be extracted, we

invoke the Ising–fluild correspondence regard-

ing criticality. That is, the order parameter,

the magnetization, and the spinodal magne-

tization of the Ising system are regarded as

ρ, |ρb − ρc|, and |ρs − ρc|, respectively. The

interface free energy per cell volume, ∆f ∼
(R/ξ)d−1/Ld, is expressible in terms of the

change in density upon condensation ∆ρ ∼
(R/L)dρ ∼ (R/L)d(ρc − ρgb), as

∆f ∼
(

∆ρ

ρc − ρgb

)1− 1
d ξ

L
ξ−d.

The interface free energy is also evaluated as

the free-energy barrier between the two min-

ima:

∆f ∼ kBT

Ld
∼ (∆ρ)2χ−1.

Equating these two relations, we obtain

∆ρ

ρc − ρgb
∼ 1− ρc − ρgs

ρc − ρgb
∼

(
ξ

L

) 1
1+d−1

.

The left-hand side, 1 − ρc−ρgs
ρc−ρgb

, evaluated at

the temperatures are plotted against (L/ξ)−3/4

in Fig. 2. (The points recently obtained at

T = 0.7Tc are also included.) The points seem
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Figure 2: ∆ρ/(ρc − ρgb) at four temperatures indi-

cated are plotted against (L/ξ)
−3/4

.

to fall into a single curve delineated by an or-

ange line, showing a universal behavior. More-

over, the points seem to approach asymptoti-

cally the origin in the limit L/ξ → ∞. In-

deed, when the points are naively fitted to a

quadratic function of (L/ξ)−3/4, the function

intercepts the ordinate at −0.0097, which is re-

garded virtually as zero under the statistics of

the present data.

As consistent with the consequences ob-

tained from the Ising model [1], the location

of effective spinodal curve changes with the

coarse-graining size. Furthermore, it asymp-

totically approaches the binodal curve in the

thermodynamic limit. Finally, it should be

recorded that Ushcats’ EOS [3] overestimates

the pressure of the mLJ fluid for the tempera-

ture range investigated.
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AVX-512 instructions
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The recent increase in computational power

is mainly due to an increase in the number of

CPU-cores and the width of registres. There-

fore, the SIMD vectorization is unavoidable

to make full use of the computational power.

The CPU architecture of System C at ISSP

is Intel Skylake, which supports AVX-512 in-

structions. In this report, we describe the ef-

fect of optimizations with AVX-512 instruc-

tions for calculating the force of Lennard-Jones

potential. The AVX-512 instruction set uses

registers with 512-bit width. Each register

can treat eight 64-bit double-precision floating

point numbers simultaneously. The AVX-512

instruction sets include gather, scatter, and

mask operations which are useful for the vec-

torization of loop involving indirect accesses.

While the auto-vectorized codes by Intel com-

piler work efficiently, there is still room for op-

timization. We have tried the following opti-

mization techniques. Collision Detection Elim-

ination (CDE); The compiler produces the

code which checks the conflicts between the in-

dices of j-atoms. Since there are no conflicts,

the check code can be eliminated. Remain-

der Loop Elimination (RLE); Since the num-

ber of loop count is not so large, the computa-

tional time to process the remainder loop can

be significant. Therefore, we eliminate the re-

mainder loop by using mask operations. Soft-

ware Pipelining (SWP); We adopt the soft-

ware pipelining technique for the vectorized

kernel. SWP is one of the loop optimization

techniques to increase the number of instruc-

tions which can be executed simultaneously. In

order to evaluate the effects of optimizations,

we performed benchmark simulations. We ob-

serve the time to perform force calculation of

Lennard Jones potential 100 times. The num-

ber of atoms is 119164. The cutoff length is

3.0 σ. The results are shown in Fig. 1. A

sample code is available online [1]. The vec-

torized codes with AVX-512 was 78% faster

than the codes automatically vectorized by the

compiler. However, we find that the code vec-

torized with AVX2 is slightly faster than the

code vectorized with AVX-512.
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Magnetization plateaus in the spin-1/2 Heisenberg

model with kagome structures
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Frustrated quantum spin systems contain-

ing kagome-type structures give rise to novel

quantum states. Magnetization plateaus pro-

vide a good playground for such novel quantum

states. It is, therefore, interesting to investi-

gate magnetization plateaus in spin-1/2 frus-

trated Heisenberg models with kagome-type

structures .

In this project, we have examined magneti-

zation plateaus of two kagome-based lattices,

i.e., a kagome-strip chain [1] and a square-

kagome lattice [2], as shown in Fig. 1. Both lat-

tices have with three nonequivalent antiferro-

magnetic exchange interactions whose Hamil-

tonian in the magnetic field is defined as H =∑
⟨i,j⟩ Ji,jSi·Sj−h

∑
i S

z
i , where Si is the spin-

1
2

operator at site i, ⟨i, j⟩ runs over the nearest-

neighbor spin pairs, Ji,j corresponds to one

of J1, J2, and J3 shown in Fig. 1, and h is

the magnitude of the magnetic field in the z-

direction.

We use the density-matrix renormalization-

group (DMRG) for the kagome-strip chain up

to system size N = 5× 65 in the open bound-

ary condition [1]. The number of states kept

in DMRG is m = 400 and truncation error is

less than 5 × 10−7. We accurately determine

the magnetic structures in a certain parameter

range, and we find various types of plateaus.

In total, we identify twelve kinds of magneti-

zation plateaus, nine of which have magnetic

structures that break translational and/or re-

flection symmetry spontaneously. The struc-

tures are classified by an array of five-site

unit cells with specific bond-spin correlations.

J2

J3
J1

J1

J2 J3

(a) (b)

Figure 1: (a) Kagome-strip chain and (b)

square-kagome lattice with three nonequiva-

lent exchange interactions.

Among the plateaus, we find a nontrivial 3/10

plateau, whose magnetic structure consists of

a period of four unit cells. Such long-period

magnetic structure has not been reported be-

fore in one-dimensional quantum spin systems.

We perform the Lanczos-type exact diago-

nalization calculations for the square-kagome

lattice with N = 18, 24, 30, and 36 under

the periodic boundary conditions [2]. We ob-

tain magnetic phase diagrams at h = 0 and fi-

nite h inducing 1/3 and 2/3 plateaus. We find

a new 2/3 plateau that breaks four-fold rota-

tional symmetry spontaneously. The origin of

the plateau is attributed to the presence of the

three nonequivalent exchange interactions.
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The importance of data-driven techniques

using machine learning is recognized in ma-

terials science[1, 2]. Using machine learning,

we are currently developing a generic effec-

tive physical model estimation method from

experimentally measured data[3]. In the es-

timation method, plausible model parameters

that explain the given measured data are de-

termined by maximizing the posterior distri-

bution. Thus, in each effective physical model

estimation, we should search the maximizer of

the posterior distribution, which is the compu-

tationally extensive probability distribution.

To accelerate an estimation of effective phys-

ical model, an efficient method for finding a

better maximizer of computationally exten-

sive probability distributions is proposed on

the basis of a Bayesian optimization technique.

Bayesian optimization has recently attracted

much attention as a method to search the

maximizer/minimizer of a black-box function

in informatics and materials science[4]. In

this method, the black-box function is inter-

polated by Gaussian processes, and the inter-

polated function is used to predict the maxi-

mizer/minimizer of the black-box function. A

key idea of the proposed method is to use ex-

treme values of acquisition functions by Gaus-

sian processes for the next training phase,

which should be located near a local maximum

or a global maximum of the probability distri-

bution.

Our Bayesian optimization technique is ap-

plied to the posterior distribution in the ef-

fective physical model estimation[5]. Here, in-

stead of searching the maximizer of posterior

distribution (P ), the minimizer of energy func-

tion defined by E = − logP is searched. Even

when the number of sampling points on the

posterior distributions is fixed to be small, the

Bayesian optimization provides a better min-

imizer of the energy function in comparison

to those by the random search method, the

steepest descent method, or the Monte Carlo

method(Figure 1). In this demonstration, the

quantum Heisenberg model is used as the tar-

get Hamiltonian and the temperature depen-

dence of specific heat is inputted. Further-

more, the Bayesian optimization improves the

results efficiently by combining the steepest de-

scent method and thus it is a powerful tool

to search for a better maximizer of compu-

tationally extensive probability distributions.

Because the maximizer of a probability distri-

bution is searched in many scientific fields, our

method will play an important role in the pro-

motion of science.
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We studied the following topics related to

our subject.

1. Optical bistability (OB) in the strong

coupled quantum region

We studies the microscopic mechanism of

the optical bistability by making use of an ex-

tended parallel algorithm. In particular, we

pointed out OB takes place in the so-called

quantum region where the number of atoms

is larger than that of photons. We found the

distribution of photon number in a cavity and

the futures of bistability from the view point

of dynamical first order phase transition and

the transmission spectrum for the detuning

frequency. We also study the properties of

metastability including the hysteresis behav-

ior, in particular, the size dependence of the

relaxation time[1]

2. Population dynamics of the quantum

Storner-Wohlfarh model

Dynamics under external sweeping field is also

studied. The size(S)- and sweeping velocity-

dependences of scattered population distribu-

tion of the quantum Stoner-Wohlfarth model

was studied and it is found that a sharp change

of the distribution occur after the SW point

with a delay which persist in the large S. Dissi-

pation effects on the quantum beating was also

clarified by making use of a quantum master

equation[2].

3. Shortcuts to Adiabaticity

If we sweep the external field very slowly, the

system exhibits the adiabatic motion. In or-

der to realize the adiabatic state in a finite

time, the so-called counter adiabatic method

has been proposed. But it is generally has a

complicated form. We proposed an approxi-

mated counter adiabatic method and demon-

strated that it practically works well to create

the cat state in a Bose-Einstain condensate[3].

4. Quantum responses with the spin-

orbit coupling (SOC)

We studied how the synergetic effect of spin-

orbit coupling (SOC) and Zeeman splitting

(ZS) affects the optical conductivity in the

one-dimensional Hubbard model using the

Kubo formula[4]: the dependences of reso-

nance (EDSR) in the metallic regime and

the optical conductivity in the Mott-insulating

phase on the relative angle between the SOC

vector and the magnetic field direction. The

effect of U was also studied. We studied a

mechanism of a sub-gap optical conductivity

through virtual hopping of the electron. Moti-

vated by recent terahertz absorption measure-

ments in α-RuCl3, we developed a theory for

the electromagnetic absorption of materials de-

scribed by the Kitaev model on the honeycomb

lattice using the formulation in terms of Ma-

jorana fermions[5].

5. Structure of an impurity-induced ef-

fective spin

We also studied properties of induced effec-

tive spin due to inhomogeneous structures in

one dimensional spin chaines. e.g. the AKLT

model and the alternate-bond antiferromag-
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netic Heisenberg model. We found that with

an appropriate magnetic field the induced ef-

fective spins can be operated independently,

and also found there are two scales of length,

i.e., that of magnetization profile and that of

structure of the matrix product wavefunction

for the state.[6]

6. New types of phase diagram in the

spin-crossover material

We also found a specific phase diagram with

a horn structure in spin-crossover systems ex-

hibiting an internal temperature phase. We

also studied the dynamis of transition in 3D.

Moreover we study dynamics of transitions

after photo-irradiation and analyzed the so-

called elastic expansion before the thermal

one[7].

Study on permanent magnets

We have studied microscopic mechanisms of

the coercive force of permanent magnets at fi-

nite temperatures[8]. We have studied mag-

netic properties of Nd2Fe14B in a realistic

atomic scale at finite temperatures. For

the purpose, we developed numerical methods

such as Monte Carlo (MC) methods for the free

energy landscape by making use of the Wang-

Landau method, with which temperature de-

pendence of the coercive force was obtained.

In parmanent magnets, the dipole-dipole

interaction plays important roles. To per-

form MC simulation, we developed a new al-

gorithm extending the idea of the stochas-

tic cutoff method and the Fukui-Todo O(N)

method, and found that the anisotropy of the

Fe atom which has been considered to be weak

has an important role to maintain coercivity

at relaviely high temperatures.[9]. We also

studied peculiar properties of the ferromag-

netic resonance of the Nd2Fe14B magnet which

has a tilted magnetization from the c axis at

low temperatures by making use of the LLG

method.
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Iron based superconductors are among the

most intensively studied class of materials of

the past decade. Significant insight into uncon-

ventional superconductivity was precipitated

by the discovery of the first large family of high

temperature superconductors since the discov-

ery of the cuprates. At present, FeSe which be-

longs to the iron chalcogenide class of materi-

als is at the forefront of theoretical and experi-

mental efforts. In particular, the exceptionally

large nematic region, the peculiar magnetism

and the strong sensitivity to pressure are hot

topics in this field. Among iron chalcogenide

superconductors, FeS can be viewed as a sim-

ple, highly compressed relative of FeSe without

nematic phase and with smaller electronic cor-

relations. However, under pressure, the super-

conductivity of stoichiometric FeS disappears

and reappears, forming two domes [1].

We perform electronic structure and spin

fluctuation theory calculations for tetragonal

FeS in order to analyze the nature of the super-

conducting order parameter. In random phase

approximation we find a gap function with d

wave symmetry at ambient pressure, in agree-

ment with several reports of a nodal supercon-

ducting order parameter in FeS.

Our calculations show that as function of

pressure, the superconducting pairing strength

decreases until at 4.6 GPa, a Lifshitz transition

happens in the electronic structure. Due to an

additional hole like Fermi surface sheet, the

pairing symmetry changes to sign changing s

wave, and the pairing strength increases to a
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Figure 1: Pressure dependence of pairing

eigenvalues λ in tetragonal FeS

new maximum at 5.5 GPa as shown in Fig 1.

Thus, the occurrence of two domes in the su-

perconducting transition temperature can be

linked to the occurrence of a Lifshitz transi-

tion in pressurized FeS [2].
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Many phase transitions are well described

in the picture of the Landau-Ginzburg-Wilson

(LGW) paradigm, where an effective action is

expanded in powers of an order parameter and

its derivatives. This paradigm is very pow-

erful for understanding a generic phase tran-

sition and experimental results. Deconfined

quantum criticality (DQC) is a non-trivial phe-

nomenon beyond the LGW paradigm: an effec-

tive action in the low-energy limit is described

by internal degrees of freedom or fractional ex-

citations rather than the original degrees of

freedom in a Hamiltonian. It is expected to

appear at the quantum phase transition point

between the Néel and the valence-bond-solid

(VBS) phases. In terms of quantum spins,

fractional excitations are spinons; while con-

fined in the VBS phase, they are deconfined at

the quantum critical point. Several numerical

studies have reported evidence of a continuous

phase transition and validity of DQC scenario

at the phase transition points of the quan-

tum spin systems, the classical loop model, the

fermionic system coupled to Z2 gauge fields,

and so on. Moreover, the DQC can emerge on

the surface of symmetry protected topological

phases, which may be experimentally observed

in the near future.

We numerically studied the criticality in the

two-dimensional quantum spin system, namely

the SU(2) J-Q model, in the use of the system

B as a class C project (ID: H29-Ca-0097). Dy-

namical quantities were calculated using the

worldline quantum Monte Carlo method with

the generalized moment method and the an-

alytic continuation. Independent worldline

quantum Monte Carlo simulations with the

single loop update were efficiently run by MPI

parallelization.

If spinons are deconfined, the lowest sin-

glet and triplet excited energies cost by two

spinons should be identical in the thermody-

namic limit. We tested this necessary con-

dition estimating the singlet and triplet en-

ergy gaps at several wavevectors. Our sim-

ulations clarified that the singlet and triplet

dispersions indeed converge to the same form

and spinons are linearly dispersing around k =

(0, 0), (π, 0), (0, π), and (π, π) for the square

lattice. Moreover, we showed that the velocity

around these gapless points is unique, which

is another strong evidence of spinon deconfine-

ment.

In the meantime, the DQC theory pre-

dicts another emergent particle, a Higgs bo-

son, around the transition point in a similar

way to the Standard Model. It is intriguing to

identify such an emergent particle in a mate-

rial as well as the universe, which would show

a universal mechanism working for both parti-

cle physics and condensed matter physics. To

capture a hidden excitation, we studied the dy-

namical spin structure factor using the numer-

ical analytic continuation. We found a non-

trivial quasi particle excitation appearing both

in the singlet and triplet sectors. Nevertheless,

the identification has not been conclusive be-

cause of relatively large statistical noise. We

will continue to run simulations for longer time

and larger system sizes aiming at clear identi-

fication.
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Rotational dynamics in [Cnmim][PF6] ionic liquids

Hailong PENG and Hayato SHIBA

Institute for Materials Research, Tohoku University

2-1-1, Katahira, Sendai 980-8577

We performed classical molecular dynam-

ics simulation on 1-alkyl-3-methylimidazolium

hexafluorophosphate ionic liquids (ILs). The

bonded parameters of potential are based on

OPLS-AA force field, and nonbonded param-

eters utilize Lennard-Jones formula with the

Lorentz-Berthelot combining rules for differ-

ent atomic pairs. All the force field parame-

ters are taken from Zhong et al.,[1] where the

hydrogens on the alkyl chain are incorporated

within the carbon but the ones on the imida-

zolium ring are sustained. All the computer

simulations are conducted by open source code

package LAMMPS [2]. The simulated systems

include 1000 ionic pairs, which are contained

in a cubic box.

Important relaxation modes in these ILs in-

clude the transitional dynamics of the center

of mass, rotational dynamics of the immidia-

zolum ring, and orientational dynamics of the

alkyl chain. In our simulation study, we found

the orientational dynamics of the alkyl chain

is the slowest relaxation mode in the ILs with

long alkyl chain, and accounts for the slow

structural relaxation in the liquid. In order to

highlight the role played by the rotational dy-

namics of the alkyl chain, we change the alkyl-

chain length, i.e., in [Cnmim][PF6] (n =2, 4, 6,

8, 10, 12) ILs.

Upon cooling down the [Cnmim][PF6] ILs,

structural relaxation time drastically increases

with temperature decreasing. At the same

temperature, the structural relaxation time

also increases with alkyl-chain length. Trans-

port coefficients, including self diffusion coeffi-

cient and shear viscosity, are calculated at dif-

ferent temperatures with the variation of alkyl

chain. Stokes-Einstein relation, which con-

nects diffusivity and viscosity in liquids, found

to be broken down at low temperatures. The

critical temperature points for the onset of the

breakdown is found to decrease with the incre-

ment of alkyl chain length.

In order to reveal the coupling and decou-

pling behavior between the translational and

rotational dynamics in these ILs. We mea-

sured the characteristic time for the transla-

tional dynamics via self-intermediate scatter-

ing function, and the time scale for rotational

dynamics via self-correlation function of ro-

tational vectors in terms of second Legendre

polynomial.

At hight temperatures, the translational and

rotational dynamics couple with each other.

But they decouple with each other at low

temperatures. The critical temperatures for

the decoupling behavior is found to decrease

with the alkyl-chain length. This decoupling

behavior can possibly be connected with the

breakdown of Stokes-Einstein relation. Fur-

ther analysis is required to reveal the under-

lying mechanism.
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Majorana stripe order

Yoshitomo. Kamiya
RIKEN

Hirosawa, Wako, Saitama 351-0198

We studied a system of interacting Majorana
fermions on a square lattice that may be realized on
the surface of a three-dimensional topological in-
sulator subject to a superconducting proximity ef-
fect and an external magnetic field. Specifically,
we looked into the strong coupling limit of this
problem (corresponding to the so-called neutrality
condition [1]), which can be faithfully mapped to
a quantum spin model with only local interactions.
This spin model comprises four-spin interactions
and two-spin interactions, some of which do not
commute with each other. Most importantly, from
a methodological viewpoint, this spin model can
be studied with a quantum Monte Carlo simulation
free from a negative sign problem. We employed
the directed-loop algorithm and simulated the clus-
ters of different system sizes with L × L up to
L = 60 by using the resource of the Supercomputer
Center, the Institute for Solid State Physics, the
University of Tokyo. Such a cluster corresponds
to L × (2L − 1) Majorana fermion modes, and the
one for L = 60 is significantly larger than the sys-
tem size in the the previous exact diagonalization
study with only 60 Majorana fermion modes [1].
We found that the interacting Majorana fermions
on the square lattice spontaneously breaks trans-
lational and rotational symmetries of the lattice,
ordering into a novel state that we call a Majo-
rana stripe state [2]. This corresponds to a four-
fold degenerate ground state (modulo some one-
dimensional gauge-like symmetries, which are not
broken), inducing a finite-temperature phase tran-
sition. Our conclusion based on the much larger-
scale quantum Monte Carlo simulations was in fact
able to modify the one in the previous work [1],
where a peculiar quantum critical behavior was

conjectured based on the exact diagonalization
study on a small cluster.
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Numerical studies of bulk-edge correspondence in

topological phases

Y. Hatsugai

Department of Physics, University of Tsukuba

1-1-1 Tennodai, Tsukuba 305-8571, Ibaraki, Japan

Bulk-edge correspondence[1] is a basic feature of topological phases, which has been intensively studied
recently. Apart from the symmetry breaking, phases of matter can be distinguished based on the topology.
Although topology is an abstract concept of mathematics, it is useful to classify phases of matter. It
gives a new way of understanding of the phases and the novel class of the phase transition. Typical
examples are the quantum Hall effects and Haldane phases of the 1D quantum spin chains of spin integers.
“Topology” gives a new classification scheme of the phases, at least, theoretically. However in most cases,
the topology is hidden, in a sense, they can not be observed directly. Also the system is (mostly) gapped
and there is no low energy excitation. This feature is for the bulk. On the other hand, if the system is
with boundaries or some geometrical perturbation as impurities, there exists low energy excitation which
characterizes the topological phases. This is the bulk-edge correspondence. The bulk is characterized
by the edge states and the localized states near the boundaries are governed by the non trivial bulk.
Hidden topological feature of the bulk is directly observed through the edge states. Boundary (edge)
currents of the quantum Hall states and the fractionalized (1/2) spins near the boundaries of the Haldane
(integer) spin chain (Kennedy triplets) are the edge states governed by the principle. Also surface states
of topological insulators observed by the ARPES is another recent typical example.

Although the bulk-edge correspondence has been mainly discussed for quantum systems, it is valid
also for classical systems such as photonic crystals governed by the Maxwell equation and even mechanical
systems obeying the Newton’s law.

To establish the universal feature of the bulk-edge correspondence, we have performed several numer-
ical studies. For the formation of the energy gap as a topological non-trivial vacuum, periodic structure
due to lattice is useful. Then to investigate many body physics for the topological phases, we have con-
structed pseudo-potentials on various lattices[2] (See Fig.1)) and demonstrated its validity by showing
topological quantum phase transition on a honeycomb lattice[3]. Also novel topological numbers asso-
ciated with the entanglement hamiltonian is discussed in three dimension[4], which can be useful with
interaction in principle. A classical analogue of diamond as the mechanical diamond is considered in
relation to the chiral symmetry breaking and the Weyl points and the classical analogue of the Fermi
arcs are discussed[5] (See Fig.2)).
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Figure 1: String gauges for square-octagon (left) and kagome (right) lattices [2].

Figure 2: Mechanical diamond with next neighbor interaction (left) and its Weyl points(right) [5].
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Molecular Dynamics Simulation Study of Crystal Nucleation 
Mechanism of Hydroxyapatite via Formation of Pre-

Nucleation Clusters

Hiroki NADA 
National Institute of Advanced Industrial Science and Technology (AIST), 

16-1 Onogawa, Tsukuba, Ibaraki 305-8569

The crystal nucleation mechanism of 

hydroxyapatite (HAP) is an important research 

subject in connection with the development of 

biomaterials and water treatment materials. The 

nucleation of HAP crystals occurs via the 

formation of amorphous calcium phosphate 

(ACP), and the formation of ACP occurs via the 

formation of pre-nucleation clusters. Thus, it is 

important for understanding the mechanism of 

HAP crystal nucleation to elucidate a transition 

process from the structure of the clusters to that 

of ACP, in addition to a transition process from 

the structure of ACP to that of HAP. 

However, the structure of the clusters is still 

poorly understood. This is because it is difficult 

to observe the clusters by experimental means. 

Therefore, molecular dynamics (MD) 

simulation was used for elucidating the 

structure of the clusters in this study.   

The simulation was performed for three 

different clusters, Ca3 (PO4)2 10H2O, Ca9 

(PO4)6 20H2O, and Ca9 (PO4)6 30H2O 

(hereafter, clusters A, B, and C, respectively). 

Simulation results suggested that the structures 

of clusters B (Figure 1) and C are more stable 

than the structure of cluster A. This result is 

consistent with a recent X-ray diffraction study, 

which suggested that cluster C may be a 

structural unit of ACP [2]. 

In addition, a large-scale MD simulation of 

bulk ACC was also performed. Simulation 

results indicated the existence of crystal-like 

short-range order in the atomic arrangement of 

the ACC [1]. However, more detailed studies 

are needed to elucidate whether the ordered 

atomic arrangement in the ACC is the same as 

that of cluster C (or cluster B). 

Fig. 1: The structures of clusters B (left-hand 

panel) and C (right-hand panel). 
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Analysis of magnetization reversal process 
 based on atomistic models 

Taichi HINOKIHARA 

Graduate School of Science, The University of Tokyo, 7-3-1 Hongo, Bunyo-ku, 
Tokyo 113-8656, Japan 

 

Analyzing the origin of the coercivity is 

important for developing high-performance 

permanent magnets. Recently, it has been 

reported that the physical properties, such as 

magnetization and anisotropy, have been 

successfully reproduced using an atomistic spin 

model derived from the first-principle 

calculations [1]. However, it is known that the 

coercivity strongly depends on the grain size 

due to the dipole-dipole interactions (DDI). 

Since it is difficult to evaluate such the effect 

by using the atomistic spin model, efficient 

method to calculate the DDI and an efficient 

coarse-graining method to reduce the number 

of spins are required. This year, we have 

proposed a new efficient method to calculate 

the long-range interacting system without any 

approximations [2]. The new method is based 

on the stochastic cut-off (SCO) method. 

Although the SCO method becomes efficient 

when systems have a simple lattice structure, 

our method enables us to calculate efficiently 

even in amorphous systems. We have applied 

this method to the atomistic model for 

Nd2Fe14B magnets, and have confirmed that 

present method is approximately three times 

faster than the SCO method above the room 

temperatures. 

  We have also developed the coarse-graining 

method with variable spin momentum length. 

We first derive the momentum distribution for 

coarse-grained spins by means of the Wang-

Landau method at given temperatures. Then, 

the exchange couplings between the coarse-

grained spins are evaluated by adjusting 

physical quantities, such as the spin-spin 

correlations in both the atomistic and coarse-

grained systems. We have confirmed that the 

magnetization, anisotropy, and domain wall 

width calculated by the coarse-grained model 

correspond reasonably well with those 

calculated by the atomistic model. 
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Deformation and fracture dynamics of crystalline

polymers by large-scale coarse-grained molecular

dynamics simulation

Yuji Higuchi

Institute for Solid State Physics, University of Tokyo

Kashiwa-no-ha, Kashiwa, Chiba 277-8581

We have studied fracture processes of poly-

mers such as polyethylene [1, 2] and double-

network gels [3] using coarse-grained molecular

dynamics simulations. This year, we focused

on fracture dynamics of the lamellar structure

consisting of amorphous and crystalline layers

in polyethylene. Tie chains and entanglements

in amorphous layers connect solid crystalline

layers, called as stress transmitters; however,

their functions and differences are still unclear.

Thus, their effects against the stretching is

studied by large-scale coarse-grained molecu-

lar dynamics simulations on System B.

The stretching simulation of the lamellar

structure consisting of 4 × 106 monomers

(Fig. 1) is performed. Compression and voids

are observed in amorphous layers, while crys-

talline layers are solid and not broken. To

estimate local stress of stress transmitters,

all forces are divided into two-body interac-

tion and the stress is evenly divided into the

monomers. Polymer chains in the amorphous

layers are sorted into tie chains, entanglement,

and so on. Then, the local stress for each

types is estimated. The important results are

as follows. (i) The local stress for tie chains

and entanglements are almost equal against

the stretching, whereas the stress for entangle-

ments relaxes rapidly and is finally less than

that for tie chains when the strain is fixed. (ii)

The local stress for tie chains in each amor-

phous layer is equal although it was experi-

mentally suggested that they are active and

inactive [4]. (iii) The local stress for tie chains

in the amorphous layers with defects becomes

little larger than those without defects after

voids are generated. This may correspond to

the active and inactive states as suggested by

the experiment. However, the difference ap-

pears only after the fracture, indicating the

difficulty of the prediction of the broken layer.

Amorphous

layer

Crystalline

layer

Strain = 0.00

Strain = 0.80

Figure 1: Deformation and fracture processes

of lamellar structure in crystalline polymers.
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Molecular Dynamics Simulation of Ferroelectrics

Using a Shell Model III

T. Hashimoto
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Tsukuba Central 2, 1-1-1 Umezono, Tsukuba, Ibaraki 305-8568, Japan

(Ba,Sr)TiO3 is a potential candidate for Pb

free piezoelectric materials. BaTiO3 under-

goes phase transitions among, listing from high

temperature to low temperature, cubic (C),

tetragonal (T), orthorhombic (O), and rhom-

bohedral (R) phases. (Ba,Sr)TiO3 also under-

goes phase transitions among the same phases,

but the transition temperatures are shifted to

the lower temperatures.

In this study, we performed molecular

dynamics (MD) simulations using the shell

model[1, 2]. We used an MD program devel-

oped by us. We used the smooth particle mesh

Ewald method for computing the Coulomb in-

teractions. We used MD cells made up with

12×12×12 unit cells. The cutoff length for the

nonbonded interactions were 10.0 Å. We used

the adiabatic method in which the shells are

given a small mass. One MD step (∆t) was

0.1 fs. The Nosé-Hoover chain method and

the Parrinello-Rahman method were used for

generating constant temperature and constant

pressure (NPT) ensembles. The externally ap-

plied pressure was set to 0 Pa.

The piezoelectric constants were calculated

by[3] dkij = 1
kBT
〈∆Mk∆ηij〉 . Here, ηij =

1
2

(
Ht−1

0 GH−1
0 − 1

)
is the strain tensor, where

G = HtH with H = {a,b, c} representing the

MD cell, and H0 is the reference state of H.

M is the total dipole moment of the MD cell.

∆X represents X−〈X〉, where X is Mk or ηij .

The dielectric susceptibilities were calculated

by χαβ ' 1
ε0<Ω>kBT

< ∆Mα∆Mβ >, where

ε0 and < Ω > are the permittivity of vacuum

and the average of the volume of the MD cell,

respectively.

First, we considered the x=0.25 system of

Ba1−xSrxTiO3. The transition temperatures

were shifted to the lower temperatures as

shown by Tinte et al.[4], but the dielectric sus-

ceptibilities and the piezoelectric coefficients

were not dramatically changed from the x=0

system for the x= 0.25 system. The detailed

results will be published elsewhere.
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Quantum Annealing for Machine Learning

Shu TANAKA

Waseda Institute for Advanced Study, Waseda University

Nishi-waseda, Shinjuku, Tokyo, 169-8050

We have considered the performance of

quantum annealing for machine learning.

Quantum annealing is an algorithm to obtain

better solutions of combinatorial optimization

problem [1, 2]. This year, we focused on the

following two topics.

(A) Simulated quantum annealing for

clustering [3]

We proposed a scheme of simulated quan-

tum annealing for machine learning previously

[4, 5, 6]. In these studies, we considered the

performance of hybrid quantum annealing for

machine learning in which the temperature

and quantum fluctuation decrease simultane-

ously by real-world data. In this project, to

consider the performance of quantum anneal-

ing systematically, we compared the perfor-

mance of simulated quantum annealing and

that of simulated annealing for clustering by

using artificially generated data. In addition,

in order to determine the number of clusters,

we used the concept of gap statistics. As a

result, our calculation succeeded to obtain an

appropriate clustering result which is consis-

tent with the generated data.

This work was done in collaboration with

Ryo Tamura (NIMS/The University of Tokyo).

(B) Dynamical properties of quantum

annealing for singular value decomposi-

tion [7]

Hashizume et al. studied the framework of

quantum annealing for singular value decom-

position (SVD) previously [8]. In [8], they con-

sidered properties of quantum annealing for

SVD in the adiabatic limit. In this project, we

examined dynamic behavior of quantum an-

nealing for SVD by solving the Schrödinger

equation directly. As a result, we found that

the setting of the initial gap is significant

for the performance of quantum annealing for

SVD.

This work was done in collaboration with

Yoichiro Hashizume (Tokyo University of Sci-

ence) and Ryo Tamura (NIMS/The University

of Tokyo).
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Investigation of Cell Elongation Effect on Collective

Motion

Katsuyoshi Matsushita

Osaka University

Graduate School of Science, Toyonaka, Osaka 563-0043

The collective motion of cells is indispens-

able in the various biological processes. In this

motion, cells align their polarities of movement

(or their directions of cytoskeleton) in the same

direction and directionally move with mechan-

ically contacting with each other. The collec-

tive motion occurs on the based of the cell-

cell communication through the cell-cell inter-

action. One of the important cell-cell interac-

tions is the so-called contact inhibition of lo-

comotion [1] and have intensively investigated

in the researchers in the field of physics. This

effect is regarded as an excluding volume effect

associating with cell-cell adhesive contact be-

tween cells. This effect regulates cell polarities

of movements and thereby drives the collective

behavior of cells in their movement.

Excluding volume effect depends on the

shape of cells and is possible to induce various

collective behavior in the movement of cells.

In particular, the elongated shape of cells has

been investigad for suspended rigid bacteria in

fluid and is known to crucially affect the or-

der of movement [2]. In contrast, whereas a

similar elongation has been well known in col-

lective motions of cultured cells [3], the elon-

gation effect on the order is not unclear today.

Since the cultured cells can deform, the result

in the rigid bacteria cannot be simply applied

to them. Furthermore, the collective motion of

cells in 2D culture medium largely differs from

the bacteria swimming in fluid in their flocking

mechanism because the cultured cells utilize

the contact inhibition of locomotion in regu-

lating the cell polarity of movement. These

imply that the effect of excluding volume of

elongated shape differs in the cases of bacte-

rial and cultured cells. To clarify the effect

on the cultured cells, the theoretical investiga-

tion based on thought experiment, which gives

guidance information of the effect, is effective

to design the experiment clarifying its effect

because the corresponding experiment regulat-

ing the elongation is not so easy.

To investigate the effect of elongation in the

case of cultured cells in medium, we consider

in the cellular Potts model [4] with cell polar-

ity of movements with feedback [5]. To do this,

we assumed that the change in the elongation

direction results in the elongation driven by

the actin polymeraization. To the express the

polymerization velocity ρ̇ on the cellular Potts

model, we introduce equivalent peripheral ten-

sion of cells, γ, as follows:

γ = χRρ̇, (1)

where R is the reference radius of cell and χ

is a certain constant representing response co-

efficient [6]. By considering the multipolar ex-

pansion along the polar angle of cell periph-

ery [7, 8], we can derive both the propulsion

force and the elongation force of cells, which

are correlated with the cell polarity of move-

ment. Furthermore, this formulation can ex-

press the softness of cell shape, in contrast to

the previous investigation of rigid cell [9], be-

cause the elongation driven only by the tension

in the present work differs from that driven by
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(a) (b)

Figure 1: (a) unordering motion in cells elon-

gated in the perpendicular direction of the cell

polarity of movement and (b) ordering motion

in cells elongated in the parallel direction of

the cell polarity of movement.

rigidity energy from reference shape in the pre-

vious work.

By using this model, we examine the elon-

gation direction dependence of the collective

motion of cells. As a typical elongation, we

consider the elongation in the perpendicular

and parallel directions of the cell polarity of

movement. The former and latter elongations

are observed in wildtype and mutant of Dic-

tyostelium Discoideum [10], respectively. As

a result for same parameter sets excepting

elongation directions, we observed the differ-

ence between their order of movement [11]: as

shown in Fig. 1(a), we observed the order of

movement and hence the collective motion for

the cells perpendicularly elongated. Contrary

to this, as shown in Fig 1(b), we did not ob-

serve the order of movement and individual dif-

fusive motions. This result indicates that the

elongation affects the formation of collective

motion.
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Analysis on Structuring and Dynamics of Electrolyte 
Solutions Forming Electric Double Layer at Electrode 

Interfaces  
  

Ken-ichi FUKUI 
Department of Materials Engineering Science, Graduate School of Engineering Science, 

Osaka University, Machikaneyama, Toyonaka, Osaka 560-8531 
 

Ionic liquids (ILs) are promising electrolytes 
for electrochemical devices such as secondary 
battery, capacitor, electric double layer (EDL)-
FET, etc., due to their high chemical stability 
with negligible vaporization. Structuring and 
dynamics of the interfacial IL faced to a neutral 
graphite electrode or a negatively charged mica 
surface were analyzed by molecular dynamics 
(MD) calculations [1].    

The MD simulations were performed with 
AMBER 11. The mica and graphite substrates 
consisted of unit cells of linear dimensions 
73.9×68.3×20.0 Å3 and 83.0×72.1 ×30.2 Å3, 
respectively. For both systems, 800 BMIM-TFSI 
ion pairs (46000 atoms) were sandwiched 
between the substrates and a vacuum layer (> 4 
nm).  The systems were equilibrated at a constant 
volume for 100 ps, followed by a constant 
volume simulation for 5 ns with fixing all of the 
substrate atoms.  The MD simulations were 
performed at 300, 350, 400, and 450 K. 

As shown by the MD snapshot in Fig. 1, the 
density profile for both systems is modulated up 
to ~3 nm, but the analyses did not show apparent 
difference of the orientations and structures 
against the bulk liquid except for the first layer (z 
< 6 Å). The first layer was apparently more 
structured for the mica interface because of the 
larger interaction to the substrates. The two-
dimensional arrangement of the first-layer ions 
are also specific to the substrates: two-
dimensional ionic crystals for the mica substrate, 
and liquid or liquid crystals for the graphite 
substrate.  Such structuring directly affects the 
mobility of ions at the interface These 

characteristic properties of the first layer are 
found to be consistent with the experimental 
results.  Analyses of electrified (charged) 
interface for the graphite electrode are in progress.  

 
Fig. 1: (a) Ionic liquid (BMIM-TFSI) and (b)(c) 
MD snapshot for (b) mica and (c) graphite 
interfaces.  BMIM cations and TFSI anions are 
represented by blue and red colors, respectively.   
 
 
 
 
 
 
 
 
 
 
 
Fig. 2: XY contour maps (7×7 nm2) for five 
BMIM cations during a 5 ns simulation (a)(b) at 
the bulk region and (c)(d) at the first layer (z < 6 
Å); (a)(c) mica and (b)(d) graphite interfaces.     
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Design of organic structure-directing agents for the

synthesis of zeolites with controlled active sites

Tatsuya Okubo

Department of Chemical System Engineering, The University of Tokyo

7-3-1 Hongo, Bunkyo-ku, Tokyo 113-8656

Syntheses of materials need to involve trial-

and-error in time-consuming wet experiments.

We have been working on the syntheses of zeo-

lites with the aid of computational techniques

to accelerate the speed of the material design.

Zeolite is a class of crystalline microporous ma-

terials composed of tetrahedral atoms and oxy-

gen atoms. Especially we focus on the crystal

structures, chemical compositions, and atomic

locations that are critical factors in the syn-

theses and applications of zeolites.

The site of Al in zeolite frameworks can in-

fluence the physicochemical properties of ze-

olites. It is of great interest to develop syn-

thetic methods that allow for the siting Al into

the specific tetrahedral sites (T-sites) within

zeolite frameworks. The synthesis of zeolites

with desired sites of Al, however, is very chal-

lenging mainly because of the unclarified for-

mation mechanisms of zeolites and the limita-

tion of analytical techniques. Thus far, some

successes in controlling over the Al distribu-

tion in zeolite frameworks have been reported,

but they have mainly relied on a trial-and-

error approach by alteration of synthesis pa-

rameters such as types of organic structure-

directing agents (OSDAs) and sources of Si and

Al. Recently, computational calculations sug-

gested that the placement of Al into the spe-

cific T-sites is not restricted as there exist ther-

modynamically favorable sites for Al in some

zeolite frameworks[1, 2].

We synthesized IFR-type zeolite with con-

trolled Al locations. The effects of OSDAs on

the Al distribution were clarified by combining

computational and experimental techniques.

The molecular dynamics simulations on GULP

suggested that the OSDAs are likely to be

tightly fitted inside the zeolite cavities and can

alter the relative stability of Al sites. IFR-

type zeolites synthesized under an identical

condition but with three different OSDAs were

characterized by 27Al solid-state NMR with

the aid of DFT calculations using Quantum

ESPRESSO. The results showed that the Al

distribution of IFR-type zeolites can be tuned

in accordance with energies derived from the

zeolite–OSDA complexes. This combined com-

putational and experimental approach provide

a paramount step forward the rational synthe-

sis of zeolites with controlled Al locations[3].
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Dynamics of isolated quantum many-body spin

systems

Takashi Mori

Department of Physics, University of Tokyo

Bunkyo-ku, Tokyo 113-0033, Japan

The adiabatic theorem in quantum mechan-

ics tells us that if we change the parameter

of the Hamiltonian infinitely slowly, the quan-

tum system evolves without showing any exci-

tation. However, an infinitely slow modulation

of the Hamiltonian requires an infinitely long

operation time. Since the coherence of a quan-

tum system is destroyed due to the coupling

to an external dissipative environment, a fast

adiabatic control of the quantum system is de-

sired.

Recently, theory of shortcuts to adiabatic-

ity has been developed as a strategy to achieve

adiabatic dynamics within a finite time [1, 2].

In this theory, non-adiabatic excitations are

canceled out by applying the counter-diabatic

driving field to the system [3]. A major diffi-

culty of this method is that the Hamiltonian

representing the counter-diabatic driving field

is usually nonlocal and many-body operator,

and therefore it is practically very difficult to

implement such a driving field in experiment.

We have studied shortcuts to adiabaticity

in many-body systems, and have found that

shortcuts to adiabaticity tracking the instan-

taneous stationary states is possible by apply-

ing rather simple counter-diabatic fields, which

is expressed by local magnetic fields, in classi-

cal spin systems [4]. In order to test this the-

ory, I have performed numerical calculations of

many-body dynamics in classical spin systems

under the counter-diabatic driving. Since the

theory requires a randomness in the counter-

diabatic driving field, the ensemble average

is calculated by performing parallel computa-

tions. As a result, it has been shown that

the theory works very well, and we can real-

ize the adiabatic tracking of the instantaneous

stationary states within a finite time.

Our original motivation was to control adi-

abatic dynamics in many-body quantum sys-

tems. Although our proposal to achieve a

shortcut to adiabaticity by a simple driving

field is only applicable to classical spin sys-

tems, it is expected that we can obtain an

approximate counter-diabatic driving field in

quantum systems by considering the quanti-

zation of the classical counter-diabatic driving

field [5]. It is a future problem to construct a

good approximation of shortcuts to adiabatic-

ity in quantum systems.
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Effects of Z3 anisotropy in antiferromagnetic XY

model in a simple cubic lattice

Kazumasa HATTORI

Dept. of Physics, Tokyo Metropolitan University

Minami-Oosawa, Hachioji, Tokyo 192-0397

Antiferro 3-state Potts model in three-

dimensional bipartite lattice is known to ex-

hibit one (or two) phase transition(s) at fi-

nite temperature, while, at zero temperature,

macroscopic degeneracy still remains due to

the strong frustration[1, 2]. The nature of the

partial-ordered state at finite temperature de-

pends on the details of the lattice structure.

For example, in a cubic or bcc lattices, the

broken sublattice symmetry state is realized

and for a diamond structure, permutationally

symmetric sublattices state is favored.[3]

Recently, we have studied antiferro-

quadrupole systems in a diamond struc-

ture on the basis of classical Monte Carlo

simulations[4, 5], where we have analyzed

an XY model with Z3 single-ion anisotropy,

which is a simple generalization of the 3-state

Potts model. The macroscopic degeneracy in

the 3-state Potts model at zero temperature

is lifted in this model and the antiferro orders

posses only 3 domains. Thus, it is interesting

to examine how 3-state Potts model and the

XY model with Z3 anisotropy are related as a

function of the anisotropy parameter.

In this study we have studied an antifer-

romagnetic XY model with Z3 anisotropy ∼
γ
∫
d3x cos 3θ(x) in a simple cubic lattice by us-

ing classical Monte Carlo simulations. We have

mainly used the System-B F144 job for (up to)

888 parallelizations in order to obtain the data

accuracy for low-temperature calculations. We

find that there are two transitions for finite

γ. One is the known 3d-XY type second-order

transition and the other is the first-order at low

temperature T ∗. The existence of the second

transition at T ∗ is clearly different from the

case for the diamond structure model, where

there is no such transition.[5] It turns out that

T ∗ decreases as γ increases from the data for

the system size up to 323. At the present status

of the research, it is still insufficient to conclude

the fate of T ∗ for γ → ∞, and we need further

efforts to analyze this system with larger sys-

tem size and larger γ.
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Analysis of Glassy State of Bead-Spring Chains 
 

Takahiro MURASHIMA 

Shogo ASO 
Department of Physics, Tohoku University, 

Aramaki-Aza-Aoba, Aoba-Ward, Sendai, Miyagi 980-8578 
 

We have studied a glassy polymer melt at 

high density using coarse-grained molecular 

dynamics simulation. The Kremer-Grest model 

[1] was used to represent a melt state of 

polymer chains. We used OCTA-COGNAC [2] 

to perform the molecular dynamics simulation. 

We have investigated the auto-correlation 

function of the stress and the radial distribution 

function in equilibrium state. The results are 

summarized in SA’s thesis [3]. 
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Structure and dynamics of tetrahedral liquids

Rui Shi and Hajime Tanaka

Department of Fundamental Engineering, Institute of Industrial Science, University of Tokyo

4-6-1 Komaba, Meguro-ku, Tokyo 153-8505

As the most abundant materials in our

planet, water and silica play crucial roles in

many biological, geological and industrial pro-

cesses. Preferring local tetrahedral symmetry,

they are both tetrahedral liquids. Water and

silica have many similar but unique proper-

ties. For example, they both exhibit anoma-

lous density maximum as a function of tem-

perature in the liquid state [1]. Recently, we

studied the density anomaly in water and silica

by molecular dynamics simulations and found

that the density anomaly commonly originates

from the locally translational structural order-

ing in water and silica [2].

Besides density anomaly, water and sil-

ica also show unusual dynamics, known as

“ fragile-to-strong” transition [3, 4]. Their

dynamic slowing down upon cooling shows a

crossover from super-Arrhenius law at high

temperature to Arrhenius law at low tempera-

ture. The origin of this dynamic anomaly is a

hot topic and remains elusive until today.

Accessing to the microscopic information,

molecular dynamics simulation provides a

powerful tool to investigate the dynamic

anomaly in water and silica. However, due to

the extremely slow dynamics, the lack of sim-

ulation data at low temperatures largely ob-

structs the study of these important materials.

In this study, by utilizing the supercomputer

at SCC-ISSP, the University of Tokyo, we are

able to reach 2800 and 3000 K in our simula-

tion of silica system, which is very low for this

liquid.

For normal glass-forming liquids, dynamic

heterogeneity, measured by dynamic suscep-

Figure 1: Dynamic susceptibility χ4 of silicon

in silica as a function of temperature. Based

on this finding, we are now analyzing the local

structure and dynamics of silica at these low

temperatures.

tibility χ4, monotonically increases with de-

creasing temperature. By analyzing the new

data at low temperatures, however, we ob-

served a maximum of dynamic susceptibility

χ4 at around 3500K for the first time, as shown

in Fig.1. This is a crucial finding, since it sug-

gests a two-state scenario, instead of popular

glass transition scenario for the“ fragile-to-

strong”transition in silica.

Based on this finding, we are now analyz-

ing the local structure and dynamics of silica

at these low temperatures. We believe that

the low temperature data of silica will provides

new insight into the dynamic anomaly of the

extremely important material, SiO2.
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Study of finite-size effects on colloidal gelation

originating from momentum conservation

Michio Tateno and Hajime Tanaka

Department of Fundamental Engineering, Institute of Industrial Science, University of Tokyo

4-6-1 Komaba, Meguro-ku, Tokyo 153-8505

The goal of this project is to reveal the phys-

ical mechanism of colloidal gel formation by

focusing on the role of momentum conserva-

tion law imposed by a liquid component, i.e.,

hydrodynamic interactions (HI) between col-

loids. We previously showed that HI has cru-

cial effects on the process of network structure

formation in a colloidal suspension: hydro-

dynamic interactions tend to assist formation

of elongated clusters rather than compact one

due to “squeezing effects” originating from the

imcompressibility of a liquid component, which

is absent if HI is neglected [1, 2]. This further

leads to the shift of the percolation thresh-

old volume fraction toward a lower value com-

pared to that of the corresponding Brownian

dynamics simulation [2]. However, considering

the nonlocal nature of HI, it is expected that

these results may be affected by the system

size. Moreover, colloidal gel intrinsically has a

multiscale structure. Thus it is interesting to

examine the influence of finite-size effects on

the formation process of such structures in col-

loidal suspensions. To answer these questions,

we numerically study the aggregation kinetics

of colloidal particle with HI for different system

sizes by using Fluid Particle Dynamics (FPD)

method, which can properly incorporate many-

body HI between colloids [3, 4].

In FPD method, we numerically solve the

Navier-Stokes equation by approximating solid

colloids as undeformable fluid particles. For

simlations, however, there are two key time

scales, the momentum diffusion time over the

Figure 1: Time evolution of the character-

istic wave number 〈q(t)〉 for various system

sizes, L3 = 1283, 2563, 5123. Here we nomar-

ilze 〈q(t)〉 with the diameter of colloids σ.

lattice unit and the colloid diffusion time over

the size of a particle. Since there is a large

gap between these two times scales, the study

of slow dynamics of colloidal suspensions in-

evitably require an extremely high computa-

tional cost, which severely limits the size of

simulations if we employ conventional codes

(Open MP and/or MPI implementation). To

overcome this problem, we implement GPU on

our FPD codes utilizing a service provided by

ISSP.

Figure 1 shows the temporal change of the

characteristic wave number, 〈q(t)〉, defined as

the first moment of the structure factor for dif-

ferent system sizes: L3 = 1283, 2563, 5123 in

the lattice unit. (see Fig. 2) This character-

istic wavenumber is inversely proportional to
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Figure 2: 3D structures of colloidal gels at time t = 1000 for different system size: L = 1283(left),

2563(middle), 5123(right).

the typical size of the aggregates. Here we can

see that all the samples show almost identi-

cal coarsening behaivour, decaying with power

law whose the exponent is 1/2 in the late stage.

However, the results for L3 = 1283, 2563 devi-

ate from the power law decay at certain times.

In contrast, the one for L3 = 5123 maintains

the power law decay in the entire time range

of the simulation. This tells us that the de-

viation from the power law decay should be

a consequence of the finite size effects. We

note that the similar exponent has been al-

ready reported in the network-forming process

in colloidal systems [2,5], but the range of the

power law decay observed there was too nar-

row to justify its power law nature in a con-

vincing manner. In the largest system, we

can see, for the first time, that the power law

regime can extend over one order of magni-

tude. Furthermore, we also analyze the data

based on the dynamic scaling law and find that

the distribution functions characterizing the

phase-separation structures (more specifically,

the structure factor and the chord distribution

function) can be collapsed on single master

curves after scaling with the growth exponent

1/2. These results imply the self-similar na-

ture of the coarsening of this phenomena and

the presence of a unique physical mechanism

behind this coarsening process.

In summary, we performed numerical simu-

lations of colloid phase separation by the FPD

method, which can deal with many-body hy-

drodynamic interaction between colloids, and

systematically examined the system-size de-

pendence of network-forming phase separation.

We found that the power law growth of the

exponent 1/2 continues over one decade for

a system of the largest size and the coarsen-

ing process has self-similarity. The physical

mechanism responsible for such a power law

growth is now under investigation. Our simu-

lation method also allows us to access the de-

tailed information during the process of coars-

ening, particularly, spatio-temporal organiza-

tion of the flow field of a liquid component,

which is induced by self-assembly of colloids

and stress generated during aggregation. We

are planning to address these interesting fun-

damental open questions.
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Calculation of ordered structures and their optical properties 
of soft materials 

 
Jun-ichi FUKUDA 

Department of Physics, Kyushu University, Motooka 744, Nishi-ku, Fukuoka 819-0395 
 

In this project, we studied particularly the 

optical properties of exotic structures exhibited 

by a chiral liquid crystal confined between two 

parallel substrates. In previous numerical 

studies [1], I showed that a highly chiral liquid 

crystal under such circumstances exhibits 

various exotic structures containing topological 

defects, depending on the spacing between the 

confining substrates and temperature. These 

structures include a hexagonal lattice of half-

Skyrmions whose typical spacing is a few 

hundred nanometers.  

My experimental collaborators were 

motivated by my previous theoretical studies to 

carry out experiments, and observed a 

hexagonal array of dark spots in a thin film of a 

chiral liquid crystal under a conventional 

optical microscope with high numerical 

aperture. One of the main goals of this project 

was to confirm whether they really observed a 

lattice of half-Skyrmions. As mentioned above, 

the typical periodicity of the structures is a few 

hundred nanometers, and therefore theoretical 

interpretation of the microscope images is 

highly challenging because geometrical optics 

commonly used to explain the principles of 

optical microscopy is totally useless.  

I solved the full Maxwell equations for the 

electromagnetic wave to investigate the 

response of the liquid crystal to monochromatic 

incident light. My calculation was based on 

plane-wave expansion along the in-plane 

directions, and finite-difference discretization 

along the direction normal to the confining 

substrates. The matrix for the resulting large set 

of linear equations was of tridiagonal form 

thanks to the above-mentioned finite-difference 

discretization, which reduced substantially the 

amount of numerical resources necessary for 

solving the equations. The profile of the 

dielectric tensor in the Maxwell equations was 

assumed to be linearly dependent of the 

orientational order parameter of second-rank 

tensor, which was determined by separate 

calculations minimizing the free energy 

functional of the liquid crystal in terms of the 

order parameter. 

In Fig. 1, we show a typical profile of the 

liquid crystal exhibiting a hexagonal lattice of 

half-Skyrmions, and a calculated optical image. 

The calculated image contains a hexagonal 

array of dark spots as experimental ones do. We 

also did calculations for different structures of 

the liquid crystal, and compared the resulting 
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optical images with experimental ones. From 

all the calculation results, we concluded that the 

experimental microscope image with a 

hexagonal array of dark spots is indeed that of a 

hexagonal array of half-Skyrmions [2]. 

I also carried out calculations to elucidate 

the Kossel diagrams visualizing the directions 

of strong Bragg reflections from a sample with 

crystalline order. Some results on the exotic 

structures of a chiral liquid crystal known as 

cholesteric blue phases are presented in Ref. [3]. 

I am also investigating what Kossel diagrams 

for a thin system of a liquid crystal as 

mentioned above should be like, and I hope the 

results will be able to be presented next time. 
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Fig. 1.  Structure of a chiral liquid cell (top) and 

its calculated optical image (bottom). In the 

former, orientational order at the midplane 

(short rods) and topological defect lines (red 

surfaces) are shown. The optical image of the 

former corresponds to that in the rectangle in 

the latter. 
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Effect of interface on the structure and properties of

water confined in nanopore
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1Faculty of Materials Science and Engineering, Kyoto Institute of Technology,
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It is important to understand the properties

of supercooled water in many fields such as life

sciences, but the research of supercooled water

is generally difficult since bulk water crystal-

lizes at deeply supercooled conditions. S.-H.

Chen and his co-workers investigated the dy-

namics of deeply supercooled water confined

in nanopores where crystallization of water

is prevented, and observed the crossover phe-

nomenon that the temperature dependence of

relaxation time changes at a certain temper-

ature [1, 2]. However, it is premature to con-

clude that this phenomenon occurs in bulk wa-

ter as well. Indeed, it was reported that con-

fined water can be divided into bound water

and free water by their diffusion coefficients [3].

The relationship between these two types of

water dynamics and the dynamic crossover

phenomenon is not necessarily clear. It is very

important to accurately estimate the influence

of the interface. To this end, we performed

molecular dynamics (MD) simulations of wa-

ter confined in a nanopore of amorphous silica

using the reactive force filed (ReaxFF).

The pore system was created as follows.

First, bulk amorphous silica was prepared at

3000 K and 1 atm in the NPzT ensemble using

Morse potential [4], where z direction is paral-

lel to the axis of a cylindrical pore which was

created later. Next, switching to ReaxFF MD

simulation, the system was relaxed for 200 ps

at 3000 K and 1 atm in the NPzT ensemble,

then quenched to 300 K at a cooling rate of 15

K/ps in the NVT ensemble. After 300 ps relax-

ation at 300 K and 1 atm in the NPT ensemble,

a cylindrical pore with a diameter of 2.7 nm

was created by removing atoms, and further-

more, some oxygen atoms at the pore surface

were removed so that the ratio of the numbers

of Si and O became 1:2. We then put water

in the pore, and performed MD calculation for

20 ps only for water using TIP3P model with

silica immobilized. Finally, ReaxFF MD sim-

ulation including silica was started at 300 K

and 1 atm in the NPT ensemble. The ReaxFF

parameters used in this study were developed

in 2015 by Yeon and van Duin to simulate the

water/silica interface [5]. All the simulations

were conducted with LAMMPS [6], and the

ReaxFF MD simulations were performed with

the USER-REAXC package of LAMMPS.

Once the ReaxFF MD simulation was

started in the system including silica and wa-

ter, chemical reactions occured between silica

surface and water, and silanol groups (-SiOH)

were produced. Figure 1 shows the time evo-

lution of the number of silanol groups. We de-

termined the formation of a silanol group only

by interatomic distances, and the number of

silanol groups is set to 0 at the starting time of

MD calculation. It is found that silanol groups

are formed in a short time.
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Figure 1: Time evolution of the number of

silanol groups.
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Transport phenomena and optical tomography
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Institute for Medical Photonics Research
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Let us begin with the time-independent ra-

diative transport equation given by
(θ · ∇+ µa + µs) I(x, θ) = µs
×

∫
S2 p(θ, θ′)I(x, θ′) dθ′, (x, θ) ∈ R3

+ × S2,

I(x, θ) = g(x, θ), (x, θ) ∈ Γ−,

where I(x, θ) (x ∈ R3, θ ∈ S2) is

the specific intensity of light propagating

in random media such as turbid liquids

or biological tissue, p(θ, θ′) is the scat-

tering phase function, and R3
+ and Γ±

are defined as R3
+ =

{
x ∈ R3; x3 > 0

}
,

Γ± =
{
(x, θ) ∈ ∂Ω× S2; ∓ẑ · θ > 0

}
, with ẑ =

t(0, 0, 1).

We assume that µs > 0 is a constant but µa
spatially varies as

µa(x) = µ̄a + δµa(x),

with a constant µ̄a. We assume that µs, µ̄a are

known but δµa(x) is unknown. We also assume

a spatially-varying boundary source given by

g(x, θ) = eiq0·ρδ(θ − θ0),

where ρ = t(x1, x2), q0 ∈ R2, and θ0 ∈ S2. We

suppose that the exitance or hemispheric flux

J+ is measured on the boundary at x3 = 0.

The exitance is defined as

J+(ρ) =

∫
S2
+

(θ · ẑ)I(ρ, 0,−θ) dθ.

Let J
(0)
+ (ρ) be the exitance in the absence of

δµa. We obtain within the first Born approxi-

mation

J
(0)
+ (ρ)− J+(ρ) = (θ0 · ẑ)

∫
S2

∫
R3

+

×
[∫

S2
+

(θ · ẑ)G(x′,−θ′; ρ, 0, θ) dθ
]
δµa(x

′)

×
[∫

R2
G(x′, θ′; ρ′′, 0, θ0)e

iq0·ρ′′ dρ′′
]
dx′dθ′.

The absorption inhomogeneity δµa is thus re-

constructed from the above inverse problem,

which we can solve by singular value decompo-

sition with a suitable regularization. We will

use the three-dimensional FN method [1] to

compute the Green’s function G(x, θ; ρ0, 0, θ0).

When the Green’s function is calculated

with the three-dimensional FN method, the

following functions J (−)jm′

lm have to be com-

puted.

J (−)jm′

lm =
µsξj
2

(−1)l+1

√
2l + 1

4π

(l −m)!

(l +m)!

×[sgn(m′)]m
′

√
(2|m′|)!

(2|m′| − 1)!!

|m′|∑
m′′=−|m′|

(−1)m
′′

×
√

(|m′| −m′′)!

(|m′|+m′′)!
d
|m′|
m′′,−m′ [iτ(ξj |q|)]

×
∫
S2
+

gm
′
(
−ξj , k̂zµ+ iξj |q|

√
1− µ2 cosφ

)
ξj + k̂zµ+ iξj |q|

√
1− µ2 cosφ

×µPm′′

|m′|(µ)P
m
l (µ)ei(m+m′′)φ dθ,

where µ = cosϑ, k̂z =
√
1 + (ξj |q|)2, gm

′ ∈ C

are some functions, ξj ∈ R are eigenvalues of a

matrix. Here, ϑ, φ are the polar and azimuthal

angles of θ. This unavoidable heavy computa-

tion is helped by the use of the supercomputer.
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The radiative transport equation with FDM and

FEM

Manabu Machida

Institute for Medical Photonics Research

Hamamatsu University School of Medicine, Hamamatsu 431-3192

The specific intensity of light propagating

in random media is governed by the radiative

transport equation, which is a linear Boltz-

mann equation. A typical example of such

light is near-infrared light in biological tissue.

The equation is a first-order differential equa-

tion involving an integral term and has six vari-

ables, i.e., time t, positions x1, x2, x3, and an-

gular variables ϑ, φ. We consider light prop-

agation in a domain Ω ⊂ R3. Let I(x, θ, t)

(x ∈ R3, θ ∈ S2, t ∈ R) be the specific in-

tensity of light. Let c be the speed of light in

the medium and µa(x), µs(x) be the absorption

and scattering coefficients, respectively. The

radiative transport equation is given by

(
1
c∂t + θ · ∇+ µa + µs

)
I(x, θ, t)

= µs
∫
S2 p(θ, θ′)I(x, θ′, t) dθ′,

x ∈ Ω, θ ∈ S2, t ∈ (0, T ),

I(x, θ, t) = g(x, θ, t),

(x, θ) ∈ Γ−, t ∈ (0, T ),

I(x, θ, 0) = a(x, θ), x ∈ Ω, s ∈ S2,

where p(θ, θ′) is the scattering phase function

and Γ± is defined as

Γ± =
{
(x, θ) ∈ ∂Ω× S2; ±ν · θ > 0

}
,

with ν the outer unit vector normal to ∂Ω.

If I(x, θ, t) is almost isotropic as a function

of θ, we can write

I(x, θ, t) =
1

4π
u(x, t) +

3

4π
J(x, t) · θ.

Then the fluence rate u ∈ R and current

J ∈ R3 are given by u(x, t) =
∫
S2 I(x, θ, t) dθ

and J(x, t) =
∫
S2 θI(x, θ, t) dθ. From the ra-

diative transport equation we see that J obeys

the Fick law, J(x, t) = −D∇u(x, t), where

D = [3(1− g)µs]
−1, g =

∫
S2(θ · θ′)p(θ, θ′) dθ,

and u obeys the diffusion equation,(
1

c
∂t −∇ ·D∇+ µa

)
u(x, t) = 0.

Using this diffusion approximation, we have

started with the numerical calculation of the

above diffusion equation.

In finite element method (FEM) we divide

the domain Ω into a mesh of nonoverlapping

elements and define a basis vi(x) of limited

support. Then the function u(x, t) is approxi-

mated in this basis by the piecewise polynomial

interpolation, uh(x, t) =
∑

i ui(t)vi(x), where

ui are basis coefficients. The superscript h

denotes the finite element mesh basis expan-

sion. The coefficients D(x) and µa(x) are ex-

panded in the same manner into Dh(x) and

µha(x). Thus we obtain[
K(Dh) + C(µha) + αA

]
U(t) +B∂tU(t) = 0,

where U(t) = t(u1, u2, . . .),

Kij =

∫
Ω
Dh(x)∇vi(x) · ∇vj(x) dx,

Cij =

∫
Ω
µha(x)vi(x)vj(x) dx,

Bij =
1

c

∫
Ω
vi(x)vj(x) dx,

Aij =

∫
∂Ω
vi(x)vj(x) dσ.

Here, α is a parameter appearing in the bound-

ary condition.
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Molecular simulation of colloidal crystals

Takamichi TERAO

Department of Electrical, Electronic and Computer Engineering, Gifu university

Yanagido 1-1, Gifu 501-1193

Polymer-nanoparticle composites, also

known as spherical polymer brushes, are a

typical example of a soft colloidal system.

Polymer brushes play an important role in

regulating the stability of colloidal suspensions

and also in tuning the effective interactions

between fine particles due to the polymer-

induced repulsive potential. Self-assembly

of these particles is a fundamental topic in

material science; arrays of these composites

have industrial applications such as the pro-

duction of photonic crystals with bandgaps

that forbid the propagation of light from a

certain frequency range. The property of

effective potential between particles is impor-

tant to determine the phase diagram of the

system. For example, a Gaussian-core model

shows re-entrant melting. These studies have

implied that the self-assembly of soft colloidal

systems exhibits characteristic features which

are different from charge-stabilized colloidal

systems.

Spherical polymer brushes contain a core

particle inside where different core particles

cannot overlap. The study of physical prop-

erties of these systems, such as structural for-

mation and phase diagrams, has been gain-

ing increasing attention. Recently, spherical

dendritic brushes, where many dendrons are

grafted onto the spherical surface of a core

particle, have been investigated. Dendrimers

are highly branched, tree-like macromolecules

with numerous free ends and excess poly-

mer densities at the periphery of the brushes.

Dendritic polymer brushes comprise dendritic

polymers anchored to a surface at one end. Re-

cent theoretical studies have clarified the struc-

tural formation of dendritic polymer brushes

on flat surfaces by means of self-consistent field

theory and scaling analysis. Moreover, molec-

ular simulations have been performed to study

the structural formation of dendritic polymer

brushes.

In this study, the nature of the effective in-

teraction between a pair of dendritic spheri-

cal polymer brushes (Figure 1) was numeri-

cally investigated using Monte Carlo simula-

tion. Since much stronger entropic repulsion

between particles is expected compared with

that of linear polymer brushes, the structural

formation of these spherical dendritic brushes

was studied. The transferability of the ob-

tained coarse-grained potential at various tem-

peratures was also confirmed.

Figure 1: Spherical dendritic polymer brushes
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Nonadiabatic Dynamics of Cooperative Domain Growth 
Triggered by THz-pulse Irradiation 

 

Kunio ISHIDA 

Department of Electrical and Electronic Engineering, School of Engineering, 

Utsunomiya University, Yoto, Utsunomiaya, Tochigi 321-8585 

 

Photoinduced nucleation by THz pulses is 

studied by a model of localized electron couple 

with an optical phonon mode.  

Based on the analogy to the photoinduced 

phase transitions observed in various materials, 

we consider that cooperative interactions 

between electrons and coherent phonons will 

lead to the multiplication of excited electrons 

and/or growth of a transient phase, which is 

understood by bifurcation of quantum-

mechanical wavepackets on adiabatic potential 

energy surfaces. Taking a model of localized 

electrons coupled with a quantized optical 

phonon mode, we discuss the dynamics of the 

cooperative phenomena by THz-pulse 

irradiation and, in particular, the role of the 

number and/or the initial distribution of phonons 

in the initial creation process of transient phases.  

We employ a model of localized electrons 

coupled with an optical phonon mode which 

describes the general properties of the 

photoinduced structural change. In the present 

study we consider an array of molecules (unit 

cells) on a square lattice with two electronic 

levels and a single phonon mode interacting with 

each other, which is described by the following 

Hamiltonian: 
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We calculated the dynamics of coupled 

electron-phonon system excited by THz optical 

pulses. Since the lattice vibration frequency is of 

the order of THz, we consider that the applied 

THz pulses act as an external electric field that 

directly induces deformation of the lattice. Thus, 

the initial condition of the simulations is set to 

be deformed lattice with electrons occupying the 

ground state. 

As a lot of computational resources are 

required to calculated the dynamics of the 

system, we used the System B with MPI 

parallelization[1] and 4 nodes were used in each 

simulation run. 

We found that the electronic transition 

between the ground state and an excited state is 

induced by the propagation of phonons, and the 

region of excited molecules extends over the 

whole system, although initial deformation of 

the lattice is limited to the molecules in the 

vicinity of the surface of samples. As a result, the 

population of excited electrons increases, which 
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shows that the multiplication of excited 

electrons is possible by the injection of phonons. 

Although these features are similar to the 

photoinduced cooperative phenomena, we also 

found that the nonadiabatic interaction λ  is 

enhances the nucleation as shown in Fig.1. The 

present results show that the irradiation of 

intense THz-pulses is effective to induce the 

multiplication of excited electrons in various 

systems, and that it will be another method to 

discuss the dynamical behavior and/or the 

hidden phase[1] which is able to access via 

photoexcited states. 
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Fig.1 Excited state population as a  

function of time for λ = 0.1 and 0.2. 
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Nonadiabatic Wavepacket Dynamics of Electron-phonon-
photon Systems 

 

Kunio ISHIDA 

Department of Electrical and Electronic Engineering, School of Engineering, 

Utsunomiya University, Yoto, Utsunomiya, Tochigi 321-8585 

 

Since the adaptive control method in coherent 

regime[1] was proposed to control the reaction 

rate with certain chemical species, ultrafast 

coherent control of electron-phonon systems has 

been studied by many authors. When the 

quantum-mechanical nature of the 

electromagnetic field is taken into account, the 

nonadiabaticity of the electronic transition is 

relevant to the absorption/emission of photons in 

femto/picosecond regime. Though this effect is 

neglected particularly for intense incident light, 

we still require to understand the interplay of 

phonons and photons in the case of strongly 

coupled electron-phonon systems. 

We study the wavepacket dynamics of 

electron-phonon-photon systems in order to 

clarify the role of nonadiabaticity of electronic 

transitions. We stress that Raman process which 

involves creation/annihilation of both phonons 

and photons is important. 

Employing a simple model of an electronic 

system coupled with both phonons and photons, 

we numerically solved the time-dependent 

Schrödinger equation for systems with a single 

phonon mode and three photon modes. We chose 

the Fock states as a basis for the vibration mode 

and the photon modes, and the equation of 

motion is expressed by the diabatic picture. 

Since a lot of computational resources are 

required even for three photon modes, numerical 

simulations were performed on the System B 

with hybrid parallelization using up to 18 nodes. 

We found that induced Raman process enhances 

the electronic transition and that the trajectories 

of wavepackets deviate from those under 

semiclassical approximation as shown in the 

figure. 

As discussed in previous studies[2,3], the 

conical intersection(CI) in the “adiabatic 

potential energy surfaces” for phonons and 

photons is important to reveal the dynamics of 

the system in this case. The wavepackets always 

pass the crossing region of the (one-

dimensional) PESs in the semiclassical 

approximation, while they move around the CI 

in the case of quantized light. Hence, the 

bifurcation of the wavepackets caused by the 

nonadiabatic matrix elements of the 

Hamiltonian takes place in a different manner 

between quantum-mechanical calculations and 

semiclassical calculations, which implies that 

the dressed-state picture is important to discuss 
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the transient dynamics of photoirradiated 

systems in coherent regime. 
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Fig.1 Dynamics of lattice deformation u(t) 

taking into account: (A) single photon mode, (B) 

two photon modes with induced Raman process, 

and (C) two photon modes with spontaneous 

Raman process. ωdenotes the frequency of the 

phonon. 
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Conformational dynamics of proteins studied by 
molecular dynamics simulations 
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Proteins exert their functions through 

dynamic motions in general, and thus, 

elucidation of conformational dynamics of a 

protein is necessary to understand the 

mechanism of its action and to improve its 

biological activity. Cyanobacteria are known to 

synthesize alkanes/alkenes corresponding to 

diesel oils using the proteins inside the 

organism. Because these hydrocarbons are 

produced from carbon dioxide by 

photosynthesis, such sustainable “bio-energies” 

are expected to be substitutes for petroleum-

based hydrocarbons [1,2]. In 2010, Schirmer et 

al. revealed that cyanobacteria use an aldehyde-

deformylating oxygenase (ADO) to convert 

aldehydes into alkanes/alkenes [3]. However, 

the catalytic mechanism of ADO has been 

poorly understood.  

To elucidate the conformational dynamics 

of ADO, here we performed molecular 

dynamics (MD) simulations of the ADO protein 

from a cyanobacterium Nostoc punctiforme 

PCC 73102, which has been reported to have 

the highest activity among ADOs from various 

cyanobacterial strains [3]. Because ADO is 

known to bind two metal ions, we performed 

MD simulations both in the presence and 

absence of zinc ions. In addition, we did 

simulations in the presence and absence of a 

heptadecane (C17) molecule, resulting in four 

types of MD simulations (-Zn/-C17; -Zn/+C17; 

+Zn/-C17; +Zn/+C17). Preliminary simulations 

have been performed last year, and thus longer 

simulations up to 400 ns were performed here 

for each types of simulations.  

All MD simulations were performed using 

the AMBER12 software. The ADO protein was 

immersed in TIP3P water molecules with 

periodic boundary conditions. The force fields 

of ff98SB were used for the protein, while 

those for C17 were calculated using the 

ANTECHAMBER program. After energy 

minimization, the temperature of the system 

was raised up to 298 K with restraints on 

protein structure. Finally, the MD simulations 

were performed for ~400 ns at 298 K without 

structural restraints. 

Our simulations showed that the metal-free 

forms of ADO exhibited large structural 

fluctuations around the metal-binding sites, 

consistent with crystal structures of metal-free 

ADOs. Interestingly, we could observe 
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conformational changes of the C17 molecule 

inside the ADO protein. Moreover, the 

open/close dynamics was observed at the 

product-exit site of ADOs, and the dynamics 

was dependent on the presence/absence of the 

metals and product in the ADO molecule. 

These results suggest that the 

conformational dynamics of ADO is controlled 

by the binding/release of the metals and 

product during the catalytic cycle. Further 

studies by longer simulations will elucidate the 

time scale of the open/close dynamics of the 

substrate-entry/product-exit site of ADO. The 

open/close dynamics may be directly related to 

the catalytic efficiency of ADO, and 

manipulation of the conformational dynamics 

may enable us to improve the alkane-producing 

activity of ADO. 
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Spin-lattice-coupling effects in pyrochlore

antiferromagnets
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In frustrated magnets, it often happens that

spins are coupled to the lattice degrees of free-

dom and the underlying lattice is distorted

spontaneously to resolve the magnetic frus-

tration, leading to a long-range magnetic or-

der. The spinel chromium oxides ACr2O4 pro-

vide a typical example of such a spin-lattice-

coupled (SLC) ordering, where the magnetic

ion Cr3+ forms the pyrochlore lattice, a three-

dimensional network of corner-sharing tetrahe-

dra. Of recent particular interest is antiferro-

magnets on a breathing pyrochlore lattice re-

alized in the chromium oxides AA’Cr4O8. In

the breathing case, the lattice nonuniformity

of the breathing structure, the alternating ar-

ray of small and large tetrahedra, should be re-

flected in the system parameters such as the ra-

tio of the nearest neighbor interaction for large

tetrahedra to that for small ones J ′/J . In this

work, we investigate effects of the breathing-

ness measured by J ′/J on the SLC ordering.

Our model Hamiltonian is given by Heff =

H0 +HSL,

H0 = J
∑

〈i,j〉s

Si · Sj + J ′
∑

〈i,j〉l

Si · Sj ,

HSL = −Jb
∑

〈i,j〉s

(Si · Sj)
2
− J ′b

∑

〈i,j〉l

(Si · Sj)
2

−

{
Jb

∑

〈i,j,k〉s

+J ′b
∑

〈i,j,k〉l

}
(Si · Sj)(Si · Sk)

− b
√

JJ ′
∑

i

∑

j∈Ns(i)

∑

k∈Nl(i)

eij · eik

×(Si · Sj)(Si · Sk), (1)

where Si is a classical Heisenberg spin, the di-

mensionless parameter bmeasures the strength

of the SLC, and eij is a unit vector connecting

sites i and j

To investigate ordering properties of the

model (1), we perform Monte Carlo simula-

tions by using the facilities of the Supercom-

puter Center, ISSP, the University of Tokyo.

In the simulation, we basically perform 106

Metropolis sweeps under periodic boundary

conditions, where the first half is discarded for

thermalization. Our single spin flip at each site

consists of the conventional local update and a

successive over-relaxation process in which we

try to rotate a spin by the angle π around the

local mean field.

By measuring various physical quantities

such as the spin collinearity and the spin

structure factor, we determined the low tem-

perature phases. It is found that the sys-

tem exhibits the first order transition into

collinear spin states characterized by (1, 1, 0)

or (12 ,
1
2 ,

1
2)-type magnetic Bragg peaks. The

(1, 1, 0) state is realized in the weaker SLC

regime, while the (12 ,
1
2 ,

1
2) states, which have

three ordering patterns (type I, II, and III) de-

pending on the ratio J ′/J and the strength of

the SLC, are favored in the relatively stronger

SLC regime. In contrast to the (1, 1, 0) and the

type I (12 ,
1
2 ,

1
2) states appearing in the uniform

case, the type II and III phases are peculiar to

the breathing pyrochlores. It is also found that

the difference in the ordering patterns of three

(12 ,
1
2 ,

1
2) phases is reflected in the residual en-

tropy, which could be observed as signatures

of the type II, III orders.
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Computer-simulated n-beam X-ray pinhole topographs based 
on the Ewald-Laue dynamical diffraction theory and FFT 
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The difficulty of phase determination in X-ray 

crystal structure analysis has been overcome by 

the direct method invented by Hauptman and 

Karle for small molecular-weight crystals.  

However, it is almost not effective for protein 

crystals whose molecular sizes are significantly 

large. Then, non-native protein crystals in which 

heavy atoms or selenium atoms are introduced, are 

usually used for phase determination. 

The idea of ‘n-beam method’ to solve the phase 

problem was reported by Lipscomb in 1949 for the 

first time.  However, this method has not been 

successfully used to extract phase information of 

protein crystals up to today. The ultimate purpose 

of the present study is to give the final solution of 

the phase problem for native protein crystals by 

using the n-beam method. 

Incidentally, the present author has two 

hypothesizes about too large R-factor (up to 20-

30%) for protein crystals.  The former is that R-

factor can be decreased by using ‘n-beam 

approximation’ in place of usually used two-beam 

approximation when estimating the R-factor. The 

above hypotheses is based on an assumption that 

intensity perturbation is caused by interference 

effect among simultaneously reflected X-rays.  A 

large number of reflection spots are taken 

simultaneously on two-dimensional detector for 

protein crystals since their reciprocal lattice node 

density is extremely high compared with small 

molecular-weight crystal. 

The latter hypothesis is that the phase 

information can be extracted only by taking into 

account the crystal orientation that is not usually 

used but has information about reflection indices 

giving simultaneous Bragg reflections. 

The purpose of the present report is describing 

a method to calculate X-ray intensity from a 

crystal whose orientation is known and shape is 

complex. 

A numerical method to solve the Ewald-Laue 

(E-L) dynamical diffraction theory for an n-beam 

case was reported by Colella in 1974 for the first 

time.  However, it was effective only for a parallel 

plate crystal.  The present author extended the 

Takagi-Taupin (T-T) equation to n-beam condition 

and gave a numerical method to solve it [1-3].  

Further, it has been clarified that the n-beam T-T 

equation can be numerically solved for an 

arbitrary-shaped crystal from a comparison 

between experimentally obtained and computer-

simulated six-beam pinhole topographs for a 

channel-cut silicon crystal [4,5]. 

He has also reported three-, four-, five-, six-, 

eight- and twelve-beam pinhole topographs 

experimentally obtained and computer-simulated 
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based on the T-T equation and has verified the 

equivalence between the n-beam E-L and T-T 

theories, for the first time [6]. The applicable 

number of waves comes from a restriction that the 

n reciprocal lattice nodes should be on a circle in 

the reciprocal space. (circular case). 

However, he has not found a method to solve 

the T-T equation for non-circular n-beam case, 

unfortunately, in spite that n-beam condition in a 

protein crystal is always non-circular.  On the other 

hand, the n-beam E-L theory can be solved even 

for a non-circular case. 

Recently in 2016-2017, a numerical method to 

solve the E-L theory and then Fourier-transform 

the solution to obtain a six-beam pinhole 

topograph has been reported by Kohn.  The present 

author has got an inspiration to solve the eigen 

value problem of the E-L theory and apply a fast 

Fourier transform (FFT) to the solution to obtain a 

non-circular case n-beam pinhole topgraph. 

Figure 1 shows forward-diffracted images of 

six-beam pinhole topographs (a) experimentally 

obtained, computer-simulated based on (b) the T-

T equation and (c) the E-L theory and FFT.  This 

method can be applied to calculation of pinhole 

topographs even for a protein crystal whose shape 

is complex in general since it has been found that 

pinhole topographs for a complex-shaped crystal 

can be simulated by piecing together several parts 

of topographs for parallel plate crystals simulated 

by using the E-L theory and FFT.  Then, the 

present author has prepared to calculate reflected 

X-ray intensity for a non-native protein crystal to 

verify the first hypothesis [7]. 
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Fig.1 Six beam pinhole topographs (a) Experimentally obtained at SPring-8 and computer-simulated 

based on (b) the T-T equation and (c) E-L theory and FFT. The photon energy was 18.245 keV.  The 

thickness of the silicon crystal was 9.6 mm.  (a) and (b) have been published in reference [3]. 

(a) (b) (c)

10 mm 0 0 0-beam 
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Transport properties of one-dimensional interacting

electron systems by a quantum Monte Carlo method
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Conductance quantization in electron trans-

port through a quantum contact is one of

highlights in mesoscopic physics because it

clearly demonstrates importance of quantum

mechanics. However, appearance of another

non-quantized conductance plateau, which is

called “0.7 anomaly”, has been a mystery

for long time from the first discovery of the

conductance quantization. This phenomenon

is thought to be a many-body effect due to

Coulomb interaction between electrons near

the point contact. For example, numerical cal-

culation for zero-temperature transport based

on functional renormalization group indicates

suppression of conductance due to singularity

induced by exchange interaction [1]. The en-

tire feature of the 0.7 anomaly has, however,

not been understood yet.

To tackle this problem, we have tried to con-

struct a procedure to obtain information of

conductance from numerical data for a finite

one-dimensional lattice model with Coulomb

interaction and one-body potential energy by

scatterers (point contacts) with a finite width.

We employed the stochastic series expansion

(SSE) method [2], which is one of quantum

Monte Carlo methods, and calculated current-

current correlation functions as a function of

the imaginary time. Because only finite sys-

tems can be treated in the SSE method, the

procedure to obtain linear conductance is non-

trivial. We first showed that zero-frequency

current-current correlation function obtained

by a naive analytic continuation loses the infor-

mation of electronic transport. We found that

by introducing an additional broadening fac-

tor, we can recover information of phase shift

of electrons across a scatter, and succeeded in

reproducing a known result, i.e., the Landauer

formula if the Coulomb interaction is switched

off. We also demonstrated that conductance

of a point-like scatterer in the Luttinger liq-

uid obtained from this procedure is consistent

with renormalization group analysis [3]. Our

method is naturally connected to the formula

for the Drude weight in the thermodynamic

limit [4].

The present study provides a foundation for

calculation of conductance in interacting elec-

tron systems. We are now trying to extend

our idea toward general one-dimensional inter-

acting electron systems, by reformulating it in

terms of the field theory for electronic trans-

port [5].
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Numerical Large Deviation Analysis of Eigenstate

Thermalization Hypothesis

Eiki Iyoda

Department of Applied Physics,Institute for Solid State Physics, the University of Tokyo

Hongo, Bunkyo-ku, Tokyo 113-8656

Recently, thermalization in isolated quan-

tum systems attracts attention, and a plausible

mechanism of thermalization is based on the

strong version of the eigenstate thermalization

hypothesis (ETH) [1]. The ETH states that

all the energy eigenstates in the microcanoni-

cal (MC) energy shell have thermal properties.

Here, the word thermal means the expectation

value of an observable Ô equals the MC aver-

age:

Oi := ⟨Ei|Ô|Ei⟩ ≃ ⟨Ô⟩MC (1)

We have numerically investigated the ETH

by focusing the large deviation property, in

other words, we focused on athermal eigen-

states. We refer to an energy eigenstate |⟩Ei

as athermal eigenstate if |Oi − ⟨Ô⟩MC| > ε is

satisfied, where ε is a threshold. We define the

number of the athermal eigenstates Dout as

Dout ≡
∑

|Ei⟩∈M(E,∆E)

θ
(
|Oi − ⟨Ô⟩MC| − ε

)
,

(2)

where M(E,∆E) is the microcanonical energy

shell with [E −∆E,E]. We also refer to D as

the dimension of the energy shell.

The strong ETH implies that Dout is zero if

the system size L is sufficiently large. There is

a mathematical theorem which gives an upper

bound of the ratio Dout/D:

Dout/D ≤ e−γL, (3)

where γ > 0. If the ratio Dout/D decays faster

than exponentially, Dout will become zero with

large but finite L.

We have calculated Dout by using nu-

merically exact diagonalization and Sakurai-

Sugiura method [2]. We used one-dimensional

quantum spin chain (XXX model) with next

nearest interaction. The XXX model can be

represented with hard core bosons, and we

used the filling of hard core bosons at 1/3 in

this model. The system sizes are taken as

L = 12, 15, 18, 21, 24. The dimension of the

Hilbert space is 735471 for L = 24. By using

the translation invariance, we divide the whole

space into L sectors. We should diagonalize

matrices with ∼ 30465 dimension. For L = 24,

we use the Sakurai-Sugiura method to investi-

gate the parameter dependence.

As a result [3], we have obtained Dout/D for

some observables by changing the integrability

breaking parameter. When the system is non-

integrable, we have showed Dout/D are fitted

well with a function f(L) = a− b exp(cL) with
positive constants a, b and c. This implies the

strong ETH. This double exponential behavior

is seen even in the near integrable system.
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Tensor Renormalization Group with Randomized Algorithm 
for Singular Value Decomposition 

 

Satoshi MORITA 

Institute for Solid State Physics, 

The University of Tokyo, Kashiwa-no-ha, Kashiwa, Chiba 277-8581 

 

Tensor network method is a powerful tool 

for quantum and classical many-body systems. 

The tensor renormalization group (TRG) 

method is an efficient method for contracting 

tensor networks [1]. Its main operations, 

“decomposition” and “contraction” have the 

computational complexity proportional to the 

sixth power of the bond dimension. 

We proposed an efficient algorithm of the 

tensor renormalization group based on a 

randomized algorithm for singular value 

decomposition [2]. Avoiding explicit creation 

of a four-leg tensor reduces the computational 

complexity to the fifth power of the bond 

dimension. The oversampling parameter tunes 

accuracy of the randomized algorithm. We 

showed that the oversampling parameter larger 

than the bond dimension is sufficient to 

reproduce the same result of the full singular 

value decomposition [3]. 
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Fig. 1: The chain of deformation in the TRG 

algorithm [3]. 

 

 

Fig. 2: Elapsed time per TRG step as a function 

of the bond dimension [3]. 
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Coarse-Grained Molecular Dynamics Simulations of Slide-
Ring Gel Networks 
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and Kohzo Ito1 
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2National Institute of Advanced Industrial Science and Technology 

We have studied the relationship between 

mechanical properties and the orientation of 

molecules in slide-ring gels [1] using parallel 

computer simulations. This year, we focused on 

orientation of molecules in networks.  

Generally conventional fixed-crosslink gels 

have chemical bond between axle chains, while 

slide-ring gels fabricated by Ito et. al., do not 

have direct crosslinks, but have figure-of-eight 

crosslinks. Slide-ring gels show high 

extensibility and toughness because figure-of-

eight crosslinks act like pulleys and prevent 

stress concentration on short axle chains, which 

is called “pulley effect” (Fig. 1). This time we 

tried to visualize pulley effect, using coarse-

grained molecular dynamics simulation. 

We have constructed a coarse-grained model 

of slide-ring gels with beads-spring model 

established by Kremer and Grest [3]. 20,000 up 

to 35,000 beads system was used for simulation, 

and equilibration simulation was performed 

using OCTA/COGNAC engine  for 1.0 × 107  

time steps, where simulation step was 𝛥𝑡 =

1.0 × 10−2𝜏 . We carried out elongation 

simulation in the range of extension ratio  = 1-

10 at a strain speed 1.0 × 10−5λ/τ  for slide-

ring gels with 4 different crosslinking densities.  

We observed the orientation of axial chain 

and figure-of-eight crosslinks in slide-ring gels 

under uniaxial deformation. Like pulleys shown 

in Fig. 1, some figure-of-eight cross-links are 

oriented parallel to stretch (Fig. 2 (b)). On the 

other hand, some other cross-linking points are 

aligned in the direction perpendicular to 

stretching (Fig. 2 (a)), which suggests a novel 

stress-relaxation mechanism (Fig. 2(c)). 
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Fig. 1: Stress concentration in conventional gel 
(left) and pulley effect in slide-ring gel (right) 

Fig. 2: (a) Orientation of figure-of-eight 
crosslinks parallel to stretching (b) Orientation 
of figure-of-eight crosslinks perpendicular to 
stretching, which leads to the pulley effect (c) 
Stress relaxation mechanism caused by the 
orientation of cross-links shown in (a). 

(a) (b) 

(c) 
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Manipulation of Topological States by Real-Space
Structure

Toshikaze Kariyado
International Center for Materials Nanoarchitectonics, National Institute for Materials Science

Namiki, Tsukuba, Ibaraki 305-0044

This year, we have mainly focused on the
analysis of the electronic structure of i) an-
tiperovskite family A3EO (A=Ca,Sr,Ba, and
E=Sn,Pb) [1], and ii) graphene nanomesh
(graphene with antidot lattice) [2]. The main
part of the analysis was relying on the density
functional theory, and was performed using
the parallelized version of Quantum Espresso
package [3]. As we will see in the following, the
systems to be considered in our work contain
superstructures or many orbitals, and there-
fore, the parallelized computational programs
play an essential role in our study. The paral-
lelized version of the Quantum Espresso pack-
age works fine on the ISSP supercomputing fa-
cility.

For the antiperovskite family, we at-
tempted to obtain electronic band structure
for Ca3(1−x)Sr3xSnO, in relation to the pseudo
gauge field, which might be generated by ap-
propriate band structure engineering [1]. For
this purpose, we take two approaches. In the
first approach, effective models for two end ma-
terials (x = 0 and x = 1) are constructed, and
then, effective models for intermediate values
of x are obtained by interpolating parameters
in the effective models for the two end mate-
rials. In the second approach, we consider su-
perstructures like those in Fig. 1. In the two
shown structures, the ratios between the num-
ber of Sr and Ca atoms are 4/9 and 5/9, re-
spectively. The electronic band structures ob-
tained in this way are reported in ref. 1.

For graphene nanomesh, the computing fa-

O

Sn

Ca

Sr

Sr : Ca 
= 5 : 4

Ca

Sr Sr : Ca 
= 4 : 5

Figure 1: Crystal structures corresponding to
x = 4/9 and 5/9.

cility is used to analyze lattice distortion ef-
fects, which are inevitable at the perimeter of
antidot (nano-sized hole). For this purpose, we
derive Wannier orbitals for relevant bands, and
estimate effective transfer integrals. Because
of the symmetry breaking at the perimeter of
nanoholes (inside vs outside), the centers of
Wannier orbitals can be off from the atomic
positions. Consequently, transfer integrals are
not determined by the distance between atoms
alone, rather we have to take the Wannier cen-
ters into consideration. However, overall the
lattice distortion effects are small and the most
of the properties of graphene nanomesh can
be addressed by a simple tight-binding model
with uniform transfer integrals [2].
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Large-scale Molecular-dynamics Simulation with ANN 
Potentials: nm-scale Domain Structure in Densified Silica Glass

Daisuke WAKABAYASHI1 and Fuyuki SHIMOJO2 
1Institute of Materials Structure Science, High Energy Accelerator Research 

Organization (KEK), Tsukuba 305-0801 
2Department of Physics, Kumamoto University, Kumamoto 860-8555 

Silica glass is well known as an archetypal 

oxide glass and its compression behavior has 

attracted considerable attention in various fields 

of physical sciences.  Recent small-angle X-ray 

scattering measurements have revealed the 

appearance of subnanometer-scale domains for 

low-pressure and high-pressure phases in silica 

glass during the pressure-induced structural 

transformations [1].  

To reveal the detailed structure of 

subnanometer-scale domains, we conducted 

some calculations for large-scale molecular-

dynamics (MD) simulations with a system of 

~10,000 atoms.  We have confirmed that ab-

initio methods can simulate the compression 

behavior of silica glass accurately [2].   On the 

basis of the results of ab-initio calculations, we 

fitted the potential with a machine-learning 

technique (ANN potential) and applied it for the 

calculations with an extended system.  

To obtain the data for fitting ANN potentials, 

we conducted ab-initio calculations. The 

configurations of six-coordinated and densified 

four-coordinated glasses (corresponding to high- 

and low-pressure phases) were prepared by 

gradually cooling silica melt from 4,000 K at 40 

and 15 GPa, respectively, and then the 

decompression and recompression processes 

were calculated.  There is remarkable agreement 

between the densities on decompression and 

recompression and therefore six-coordinated 

and densified four-coordinated glasses behave in 

an elastic manner as a single phase.  In addition,    

six-coordinated glass was retrieved, in contrast 

to the case for experiments, implying that a six-

coordinated structure remains at ambient 

conditions after decompression on a picosecond 

timescale.  

We tested the MD simulations with a system 

of about 30,000 atoms using the ANN potential 

determined from the data at 40 GPa.  However, 

the calculations at high temperatures cannot be 

made due to the numerical divergence, which 

implies that more machine-learning training is 

needed to refine the ANN potential. 
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Giant and cross response with

ferroelectric-antiferroelectric phase transitions

Kyohei Takae and Hajime Tanaka

Institute of Industrial Science, University of Tokyo

4-6-1 Komaba, Meguro-ku, Tokyo 153-8505, Japan

The dielectric properties and related cross

coupling effects such as electromechanical and

electrocaloric effects are strongly influenced by

structural phase transitions. Here we focus

on ferroelectric–antiferroelectric phase transi-

tions, where basic physical picture controlling

phase transitions with spontaneous arrange-

ment of crystalline structure still remains elu-

sive. To obtain physical insight into such

phase controllability, we construct a molecular

model exhibiting ferroelectric–antiferroelectric

phase transitions with structural rearrange-

ment. The pair interaction consists of dipolar

interaction and Lennard-Jones interaction but

slightly modified to realise anisotropic molec-

ular interaction between spheroids. The key

point of this model is interplay between the

anisotropy of dipolar interaction (changing its

sign depending on the direction of the relative

position between adjacent particles) and steric

(Lennard-Jones) interaction. By varying tem-

perature and the aspect ratio of the spheroids,

we realise ferroelectric–antiferroelectric phase

transition with spontaneous rearrangement of

crystalline structure, where the ferroelectric

(antiferroelectric) phase is stable for small

(large) aspect ratio. In this year we study

electrical, mechanical and thermal control of

this phase transitions [1] by molecular dynam-

ics simulations.

Firstly, we examine mechanical switching

from antiferroelectric to ferroelectric state

under Parrinello-Rahman barostat. The

Parrinello-Rahman barostat is necessary since

phase transitions involves structural rearrange-

ment. We apply anisotropic uniaxial stress

on antiferroelectric states to study mechani-

cal switching. Depending on temperature and

the direction of stretching/compression, phase

transitions from antiferroelectric state to an-

other antiferroelectric state, ferroelectric state,

and paraelectric state are observed, where both

the dielectric and mechanical properties are

greatly changed. Thus we realise selective me-

chanical switching of dielectric and electrome-

chanical properties.

Secondly, we examine electrocaloric effects.

The electrocaloric effect stands for tempera-

ture change induced by applying/removing ex-

ternal electric field. In particular, antiferro-

electric phase has lower entropy in our system

and hence temperature decreases (increases)

by applying (removing) external electric field

to induce phase transitions. This effect is

called inverse electrocaloric effect, since the

sign of temperature change is inverted com-

pared with usual electrocaloric effect. By cal-

culating the dynamical structure factors con-

cerning rotational motions, we reveal that the

suppression of rotational vibrations is the ori-

gin of small entropy in antiferroelectric state,

resulting in the inverse electrocaloric effect.
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Nonequilibirum phase transition and shock wave

phenomena in the dense hard sphere systems

Masaharu ISOBE

Nagoya Institute of Technology

Gokiso-cho, Showa-ku, Nagoya, 466-8555

As one of the simplest model, the hard

disk/sphere systems have been investigated

in the field of both equilibrium and non-

equilibrium statistical physics. In this project,

we investigated non-equilibrium phenomena

in the hard disk/sphere model system with

modern algorithms, especially for Event-Chain

Monte Carlo(ECMC) [1] and Event-Driven

Molecular Dynamics(EDMD) [2], where we

propose the “Hybrid Scheme”, namely, ECMC

for equilibration and EDMD for calculation of

dynamical properties [3, 4].

Clustering impact regime with shocks in

freely evolving granular gas:

Clustering of the granular gas is one of the

fascinating phenomena. An evolving process of

cooling granular gas systems without gravita-

tional force is usually starting from the initial

homogeneous state to the inhomogeneous clus-

tering state, in which the energy decay deviates

from the classical Haff’s law. Previously [5, 6,

7, 8], we investigated the macroscopic behav-

iors on the evolving quasi-elastic Inelastic Hard

Sphere (IHS) model by performing a micro-

scopic event-driven molecular dynamics with

mainly 5122 [5], 40962 [7] in two-dimensional

system (2D) and 1283 [8] in three dimen-

sional system (3D). These large-scale numer-

ical simulations have revealed similarity with

fluid Navier-Stokes turbulence, such as enstro-

phy cascade (Kraichnan-Leith-Bachelor the-

ory), Kolmogorov scaling and Bose-Einstein

condensation, which are well-known n the fluid

turbulence. The rough estimate of Reynolds

number with Taylor’s microscale reveals that

the IHS system at the onset of clustering

regime grow up to Rλ ∼ 327 (2D) and ∼ 1470
(3D) [7, 8] respectively.

In this study [9], we focus on the inhomoge-

neous clustering regimes of evolving granular

gas via event-based molecular dynamics sim-

ulation [2, 3] with up to 16.7 million disks to

clarify the validity of asymptotic behaviors of

energy predicted by a couple of theories. Al-

though we confirmed that the theories are con-

sistent in relatively dilute and small system, we

found the novel regime regarding on collisions

between “clusters” spontaneously appearing

after the clustering regime in dense case, which

can only be identified more than a few million

particles systems. The two-step energy relax-

ation can be considered as follows: At first,

several string-like clusters are organized as an

aggregation of inelastic hard spheres, which are

sparsely distributed. Those string-like clusters

moved actively and are gradually aggregating.

Next, a certain amount of cluster begins to col-

lide each other. This giant impact between

clusters preceded collectively and made round

shape density wave propagation on the cluster.

This shock propagation results in the rapid

growth of dissipation. The volumetric dilata-

tion pattern of semicircular shape originated

from shock density propagation in the clus-

ters after cluster impact can be detected. Our

analyses clarify the cause of giant impact be-

tween cluster, which is an entirely novel phys-

ical mechanism in the field of cooling granular

Activity Report 2017 / Supercomputer Center, Institute for Solid State Physics, The University of Tokyo

308



gas.
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Theoretical study for hydration effects on emitter of 
bioluminescence 

 
Miyabi HIYAMA 

Graduate School of Science and Technology, Gunma University, Tenjin-cho, Kiryu, 
Gunma 376-8515 

 
 

In this year, we calculated the instantaneous 
absorption spectra of phenolate-keto, phenolate-
enol, and enolate aqueous oxyluciferin anions, 
shown in Figure 1, at room temperature from 
QM/MM calculations using an explicit solvent. 
The absorption energies are computed as the 
ensemble average of 1000 different structures of 
hydrated clusters of oxyluciferin anions for each 
isomeric form. All calculations were performed 
using the GAUSSIAN09 [1] program on system 
B of Super Computer Center in ISSP. 

It was demonstrated that the calculations re- 
produce experimental results concerning spec- 
tral shifts and broadening, for which traditional 
methods based on quantum chemistry and the 
Franck-Condon approximation fail because of the 
molecular vibrations of oxyluciferin anions and 
dynamical fluctuations of their hydration 
structures [2]. 

 
                                                                                                   Figure 1: Molecular structures for 

 oxyluciferin anions [2] 
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Colloidal suspensions in binary liquid mixtures

Takeaki Araki and Armand Barbot

Department of Physics, Kyoto University

Kitashirakawa-oiwake-cho, Sakyo-ku, Kyoto 606-8505

We numerically study behaviors of colloidal

suspensions in one-phase mixed solvents un-

der shear flows (Fig. 1). Far from the phase

separation point of the binary solvent, the col-

loid particles are dispersed well and the sus-

pension shows a Newtonian viscosity (Fig. 2b).

When the mixture is brought near the coexis-

tence curve, the colloidal particles are aggre-

gated by attractive interactions due to the con-

centration heterogeneity caused by the surface

wetting. This aggregating interaction is en-

hanced when the component favored by the

colloidal surface is poor. We found its viscos-

ity is increased with approaching to the phase

separation point. Near the coexistence curve

the suspension shows a shear thinning behav-

ior (Fig. 2b), since the aggregated structure is

rearranged into small clusters under the shear

flow (Fig. 2a). Our simulations also suggest

that the shear flow does not change the con-

centration profiles around the particles so im-

portantly at the onset of the rearrangement of

the aggregates. Thus, we can consider that

the effective interaction is almost free from the

shear flow and remains isotropic.[1]
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Figure 1: Snapshots of the particle distribution

under shear flow (upper panels). The concen-

tration fields are shown in the lower panels.

The mixing fraction of the binary solvent is

φ̄ = 0.35 and the particle fraction is ψ = 0.128.

The mixtures are at the coexistence curve.

Figure 2: (a) The shear rate dependence of

the cluster size. The mixture is in the one

phase mixed state far from the coexistence

curve (black circle, χ = 1.5) and at the co-

existence curve (red squares, χ = χt). (b) The

shear rate dependence of the effective viscosity.
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Microscopic theory of magnon physics  
in a three-dimensional chiral magnets  

 
Naoya ARAKAWA 

Department of Physics, Toho University, Funabashi, Chiba 274-8510 
 

Magnons can describe low-energy physics 

of magnets. In contrast to the understanding 

for nonchiral magnets (e.g., ferromagnets and 

antiferromagnets), magnons for chiral 

magnets, magnets with finite spin scalar 

chirality, remains poor understood. In 

particular, the differences between magnons 

of nonchiral and chiral magnets and the 

differences between magnons of different 

chiral magnets are unclear.  

To improve this situation, we studied the 

magnon dispersion curve and specific heat of 

chiral magnets on the pyrochlore lattice [1] 

by using the linearized-spin-wave 

approximation. We used an effective spin 

model consists of the Heisenberg interactions 

and the Dzyaloshinsky-Moriya interactions, 

and considered the all-in/all-out (AIAO) type 

and the three-in-one-out (3I1O) type chiral 

magnets. 

We obtained two main results. The first 

one is that in all the chiral magnets 

considered, the magnon dispersion has no 

gapless excitation. Since nonchiral magnets 

usually have a Goldstone type gapless 

excitation, the first main result shows that the 

absence of the gapless excitations is a 

characteristic property of the chiral magnets. 

The second is that the magnon dispersion of 

the 3I1O type chiral magnets has not only the 

quasiacoustic branches, but also the optical 

branch, while those of the AIAO type chiral 

magnets are all quasiacoustic branches. We 

have defined a quasiacoustic and an optical 

branch of the magnon dispersion as follows: 

a quasiacoustic branch increases with the 

displacement from q=Q, the ordering vector; 

an optical branch decreases with the 

displacement. The above difference between 

the AIAO type and the 3I1O type chiral 

magnets is a characteristic, experimentally 

distinguishable difference between these 

chiral magnets.  

We acknowledge support from the Super 

Computer Center in this study. 
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A series expansion study on the magnon spectrum of

a kagome antiferromagnet in Cs2Cu3SnF12

Yoshiyuki Fukumoto

Department of Physics, Faculty of Science and Technology, Tokyo University of Science

2641 Yamazaki, Noda, Chiba 278-8510

A spin-1/2 kagome-lattice antiferomagnet

Cs2Cu3SnF12 has a magnetic order with

the q = 0 structure. Ono et al. ob-

served the magnon dispersion curve via inelas-

tic neutron scattering and pointed out that

Dzyaloshinskii-Moriya (DM) interactions sta-

bilizes the q = 0 structure [1]. It was also

reported that the spin-wave analysis with the

lowest order of quantum corrections result in

exchange parameter as large as about 40% of

that determined by a susceptibility measure-

ment. In order to resolve this discrepancy, we

intended to make a series expansion study from

a Ising limit [2]. However, our obtained series

coefficients are up to the second order at this

stage, and the development of source codes for

higher-order calculations is now in progress.

The delay is due to the complexity in gener-

ating clusters that contribute to the series.

We used the supercomputer to make exact-

diagonalization studies on a similar system,

spin-1/2 spherical kagome cluster realized in

{W72V30} [3], which consists of 30 vertices and

20 corner-sharing triangles. We consider model

Hamiltonians with terms which break the con-

servation of total Sz, as suggested by experi-

ments on magnetization process. Then, the di-

mension of the Hilbert space is 230 ≃ 1.07×109,

and the memory usage of three complex vec-

tors in this space amounts to 48 GB. We per-

formed our numerical calculations on the SGI

Altix ICE 8400EX at the Supercomputer Cen-

ter, Institute for Solid State Physics, using

OpenMP parallelization with up to 24 cores.

For cluster magnets, in general, stepwise

structures are expected in zero-temperature

magnetization curves. However, for a 30-site

cluster {W72V30}, it was reported that there

is no such structure up to 50 T in a magne-

tization measurement at 0.5 K[4]. In order

to understand this behavior, we study the ef-

fects of Dzyaloshinsky-Moriya (DM) interac-

tions and tilts of the g tensors, both of which

lead to the breaking of the total-Sz conserva-

tion [5]. It is found that the D vector compo-

nent parallel to the radiation direction of the

polyhedron cancels out the staircase in a low

magnetic field region efficiently. The tilts of

the g tensors are inherent to systems defined

on the polyhedrons and lead to induced mag-

netic fields varying site by site. This induced

magnetic field affects the magnetization only

at high magnetic fields. We also discuss two

existing experimental results on the basis of

our calculated results.

Next, we turn to the study of temperature

dependence of the magnetic susceptibility for

the spherical kagome cluster with DM interac-

tions to compare with an existing experimental

result [6]. Needless to say, the DM interac-

tion breaks the conservation of total spin and

get the evaluation of magnetic susceptibility to

be more difficult. As for kagome-lattice anti-

ferromagnets with DM interactions, Rigol and

Singh calculated susceptibility up to a 15-site

cluster to understand the experimental sus-

ceptibility of Herbertsmithite [7]. They calcu-

lated all eigenvalues under magnetic fields H,
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and evaluate magnetic susceptibility from the

second-order coefficient inH of the free energy.

Instead, we use the method of microcanoni-

cal thermal pure quantum (mTPQ) states to

carry out calculations for the 30-site spherical

kagome cluster.

The mTPQ state is configured to reproduce

the equilibrium value in the smooth micro-

canonical ensemble with a density operator

(l − h)k, where h is the Hamiltonian density

and l is an arbitrarily real number not less than

the maximum eigenvalue of h [8]. We first show

that the mTPQ states with sufficiently large l

reproduce the equilibrium value in the canon-

ical ensemble. In our susceptibility calcula-

tions, we apply magnetic fields, whose strength

is chosen to be 10% of the exchange parame-

ter, and calculate the induced magnetizations

by using the mTPQ states. The susceptibil-

ity is obtained by dividing the magnetizations

by the field strength. Although mTPQ expec-

tation values contain statistical errors and the

division process by a small field strength en-

hances the error, we find the present calcula-

tion procedure results in meaningful results.

It is also found that the DM interaction moves

the theoretical susceptibility closer to the ex-

perimental one [4].
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Magnetic skyrmions are topological stable

vortex-like magnetic structures with the spin

directions distributing in all directions. It has

been found that the skyrmions emerge as 3Q

multiple helical spin density waves in B20 tran-

sition metal compounds and their alloys. Be-

cause of the lack of inversion symmetry, the

formation of magnetic skyrmions in these ma-

terials are well explained by a competition be-

tween the ferromagnetic exchange interactions

and the Dzyaloshinskii-Moriya (DM) interac-

tion under magnetic field. Recently, frustrated

classical systems without the DM interaction

have been found to reveal magnetic skyrmions

at finite temperatures [1]. The purpose of the

present research is to explore theoretically the

multiple spin density waves in the frustrated

itinerant systems, where the 3Q structures in-

cluding skyrmions might be expected near the

half-filled region. For this purpose, we have in-

vestigated the magnetic structure of the single-

band Hubbard model on the triangular lattice

on the basis of the molecular spin dynamics

(MSD) method [2].

The MSD method is based on the functional

integral method for the spin fluctuation the-

ories and the isothermal molecular dynamics

method. The method allows us to find auto-

matically the magnetic structure of a large sys-

tem with thousands of atoms in a unit cell at

finite temperatures. Starting from the Hamil-

tonian expressed in terms of the locally ro-

tated coordinates and by adopting the static

approximation to the functional integral tech-

nique, the MSD method reduces to the gen-

eralized Hartree-Fock approximation at the

ground state. In the numerical calculations the

most time-consuming process is the magnetic

force calculation at each time step, where the

local electronic structures are calculated in the

real space by means of the recursion method.

In order to perform the recursion calculation

efficiently, we have adopted the automatic par-

allel calculation scheme.

The magnetic structure is calculated on the

supercell with 40×40 triangular lattice, which

is embedded in a large cluster consisting of 3×3

supercells, each of which are connected by the

periodic boundary condition. For the Coulomb

interaction strength U/t = 8 and the temper-

ature T/t = 0.001, the MSD yields modulated

120◦ structures for n = 0.8 and 0.9, 3Q struc-

tures for n = 0.95, 1.00 and 1.05, 2Q structure

for n = 1.10, collinear antiferromagnetism for

n = 1.20, and ferromagnetism for n = 1.40.

The 3Q states are found to be skyrmion-like

structures with the magnetic moment direc-

tions distributing in all directions, where the

three Q vectors are directed along the axes of

the triangular lattice.
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We developed an efficient numerical algo-

rithm to treat the quantum master equation

(QME) for hybridized systems of many pho-

tons and a large number of two-level atoms.

The scheme of numerical calculation consists

of the parallelization in photon space by mak-

ing use of the fact that the time-evolution op-

erator of the QME, L, is a sparse matrix. For

the Hilbert space representing the atom, we

use the permutation symmetry of L, by which

we can reduce the number of dimensions dras-

tically from 22N to O(N3). The photon num-

ber n should be infinite in principle, but we

found that the system is well described if we set

the upper limit of the photon number, nmax,

to be larger than a few times of N . With

this method, we performed numerical simula-

tions for the system with up to N = 25 and

nmax = 57.

We also study the efficiency of the paral-

lelization in terms of the photon space. The

core labeled by the pair of integers (n1, n2)

stores elements of ⟨n1|ρ|n2⟩ where ρ is a density
matrix, and {|n⟩} are photon number states

and the integer n runs from 0 to the cut-

off nmax. Thus, the total number of cores is

ncore = (nmax + 1)2. The main part of the nu-

merical calculation is the Bi-CG method, con-

sisting of the multiplication of L and L† on ρ.

The calculation of (n1, n2)-elements of L and

L† requires only six elements of ρ as depicted

in Fig. 1. Due to the local nature of the cal-

culation independent of nmax, good efficiency

should be achieved.

By using the above numerical methods, we

give size dependences of both static and dy-

namic properties of the optical bistability, and

moreover discuss the weak scaling to evaluate

the efficiency of the parallelization [1].

(n1,n2)

(n1,n2−1)

(n1,n2+1)

(n1+1,n2)
(n1−1,n2)

(n1+1,n2+1)

a
+
   aρa

+

ρ
aρ

ρ

ρ

a a
+

Figure 1: Data exchange among neighboring

cores necessary for the multiplication of L on

ρ in the parallelization method.
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Quantum Spin Systems
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1 Introduction

In this project, we investigate the ground state

phase diagram of spin-1 distorted diamond

chains with two types of distortion called types

A and B. They are described by the following

Hamiltonians

type A :

HA =

N∑
l=1

[
(1 + δA)Slτ

(1)
l + (1− δA)τ

(1)
l Sl+1

+ (1− δA)Slτ
(2)
l + (1 + δA)τ

(2)
l Sl+1

+ λτ
(1)
l τ

(2)
l

]
, (1)

type B :

HB =
N∑
l=1

[
(1 + δB)Slτ

(1)
l + (1 + δB)τ

(1)
l Sl+1

+ (1− δB)Slτ
(2)
l + (1− δB)τ

(2)
l Sl+1

+ λτ
(1)
l τ

(2)
l

]
, (2)

where Sl, τ
(1)
l , τ

(2)
l are spin-1 operators.

2 Undistorted case

For δA = δB = 0, T 2
l = Tl(Tl + 1)(T l ≡

τ
(1)
l +τ

(2)
l ) are conserved for each l as Tl = 0, 1,

and 2. A pair of spins τ
(1)
l and τ

(2)
l with Tl = 0

is called a dimer. The interaction between the

spins on both sides of a dimer is decoupled.

The ground state of the whole system can be

written as a direct product of dimers and the

ground states of clusters (called cluster-n) con-

sisting of n nonvanishing T l’s and n + 1 Sl’s

between two dimers. The ground state phase

consisting of an infinite array of dimers and

cluster-n’s is called DCn phase. In the ab-

sence of distortion, the ground-state phase di-

agram of the whole system consists of DCn

phases with n = 0, 1, 2, and 3, a uniform

spin-1 Haldane (UH) phase, a ferrimagnetic

phase with spontaneous translational symme-

try breakdown (STSB) with m(≡ M/Ms) =

1/6 (F1/6 phase), and a ferrimagnetic phase

without STSB with m = 1/3 (F1/3 phase) as

shown in Fig. 1, where M is the spontaneous

magnetization and Ms(= 3N) is the saturated

magnetization. [1, 2]

0 1 2 3

DC1
DC0

DC2DC3
UHF1/3

F1/6

λ

Figure 1: Ground-state phase diagram of

undistorted diamond chains with S = 1.

3 Distorted Cases

3.1 Type A distortion

The ground-state phase diagram obtained by

the DMRG and exact numerical diagonaliza-

tion for 3N = 18 is shown in Fig. 2. The F1/3

phase survives distortion, although it shifts

to smaller λ regime. The F1/6 phase nar-

rows rapidly with the increase of δA, and be-

comes numerically undetectable for large δA.

The DCn phases turn into the Haldane phases

Activity Report 2017 / Supercomputer Center, Institute for Solid State Physics, The University of Tokyo

317



0.8 0.9 1 1.1
0

0.2

0.4
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Figure 2: Ground-state phase diagram for type

A distortion. Upper panel shows the region

with small λ and lower panel, large λ.

with spontaneous (n + 1)-fold STSB (HDCn

phases) as in the mixed diamond chain with

(S, τ) = (1, 1/2)[3]. For large enough δA, they

undergo phase transitions to a UH phase. This

phase is continuously connected to the UH

phase at δA = 0 for 1.0726 ≤ λ ≤ 2.577.

3.2 Type B distortion

The ground-state phase diagram obtained by

the exact numerical diagonalization for 3N =

18 is shown in Fig. 3. The DCn phases

turn into ferrimagnetic phases with (n + 1)-

fold STSB (FDCn phases) as in the mixed

diamond chain with (S, τ) = (1, 1/2)[3]. In

these phases, the spontaneous magnetization

is given by m = 1/(3(n + 1)). Hence, they

can be regarded as Fm phases. The F1/3 phase

for δB = 0 survives the distortion and shifts

to smaller λ regime. The F1/6 phase narrows

rapidly with the increase of δB, and becomes

numerically undetectable for δB ∼ 1. The

width of the UH phase remains finite unless

δB = 1. It has been confirmed by the DMRG

calculation with 3N = 72 that narrow partial

ferrimagnetic (PF) phases with continuously

−4 −2 0 2
0

1

2

UH

F1/3

λ

δB
UH

F1/6, PF

F1/3(FDC0)

F1/6(FDC1)
     PF

F1/6, PF

F1/6, PF

Figure 3: Ground-state phase diagram for type

B distortion.

varying m are present between these ferrimag-

netic phases and UH phase.

This work is supported by JSPS KAKENHI

Grant Number JP25400389.

(collaborator Ken’ichi Takano)
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Heat Transfer Characteristics of Condensate Film

Flow along Vertical Plates with Microscopic Grooves
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The characteristics of thin, falling liquid
films due to condensation along a vertical plate
have been of interest to engineers, for example,
in plate-type absorber, plate-type condenser
and so on. In order to enhance the heat trans-
fer, fluted parts along the streamwise direction
have been established on the plate. This is be-
cause the liquid film spreads as thinly as possi-
ble over the plate surface since strong surface
tension aids in the removal of film from the
top to bottom of the fluted parts, thereby pro-
ducing a very thin liquid film. This is called a
drainage effect[1].

However, it is difficult to clarify the de-
tailed mechanism of the heat transfer enhance-
ment, because the film flow has thin, three-
dimensional and unsteady behaviour. Actu-
ally, it has been shown that the film flow on
the flat plate behaved like a wave and thick-
ness of the film flow became thinner locally in
the wavy flow regime, which leads to the en-
hance of the heat transfer enhancement. In
case of the fluted plate, the situation must be
more complicated. So, it is greatly depends on
numerical calculations to clarify the flow and
temperature characteristics.

In this study, we numerically investigate the
thin liquid film flow on the vertical rectangu-
lar fluted plates in laminar flow resume. Our
objective is to clarify effects of grooved ge-
ometries and surface tension on both the flow
patterns and the heat transfer by setting the
fluted parts on the vertical flat plate. Then, we
treat our study under the well-known Graetz-
Nusselt’s problem. This means that the film
flow is three-dimensional and fully developed
in the stream-wise direction, while the tem-
perature is developing in the thermally inlet

region. We will try to show the relation among
the heat transfer, fluted geometries and the
surface tension effect.

We consider a liquid film flow along a plate
with a rectangular groove setting along the
stream-wise direction on its surface. Figure 1
shows a geometry of the problem and the coor-
dinate system. The x-axis is taken to be paral-
lel to the vertical direction and the y-axis to be
perpendicular to it. Nondimensional param-
eters to characterize the plate configuration,
height h of the groove, width of the groove wb,
inlet length wi and outlet length wo are, us-
ing δ∗

0
at the inlet as a characteristic length,

defined as

h =
h∗

δ∗
0

, wb =
w∗
b

δ∗
0

, wi =
wi
δ∗
0

, wo =
wo
δ∗
0

(1)

where we represent physical quantities with
their dimensions by attaching a superscript ∗
to them, and the total plate length is L =
wi + wb + wo.

(a)

(b)

Fig.1 Geometry and coordinates.
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The governing equations for the velocity and
pressure are written in non-dimensional forms
as

∂u

∂x
+
∂v

∂y
= 0, (2)

ρ

�
∂u

∂t
+ u

∂u

∂x
+ v

∂u

∂y

�
=

1

Re
{
∂

∂x

�
2µ
∂u

∂x

�

+
∂

∂y

�
µ
∂v

∂x
+ µ

∂u

∂y

�
} −

∂p

∂x
, (3)

ρ

�
∂v

∂t
+ u

∂v

∂x
+ v

∂v

∂y

�
=

1

Re
{
∂

∂x

�
µ
∂v

∂x
+ µ

∂u

∂y

�

+
∂

∂y

�
2µ
∂v

∂y

�
} −

∂p

∂y
, (4)

ρ

�
u
∂w

∂x
+ v

∂w

∂y

�
=

1

Re
{
∂

∂x

�
µ
∂w

∂x

�

+
∂

∂y

�
µ
∂w

∂y

�
}+ ρFr −

∂p

∂z
, (5)

where velocity gradient in z direction is ignored
such as ∂u/∂z = ∂v/∂z = ∂w/∂z = 0 in the
equations (2), (3), (4) and (5) because of as-
sumption as velocity u is unchanged in z di-
rection.

We show the temporal evolution of the film
flow at t = 0, 30, 100 and 250 in Fig.?? for
d = 3 and Bo = 10. At the initial state shown
in Fig.2 (a), the liquid film is distributed so
as to be the same quantity as Nusselt’s dis-
tribution on the flat plate, which means that
the cross sectional area for the liquid phase is
1 × wl × wb = 5. The film flow is develop-
ing temporally along the fluted plate surface
from the initial distribution as shown in Fig. 2
(a). Thickness of the film flow is decreased at
groove edge due to an effect of surface tension
seen in Fig. 2 (b)-(d). It is evident that the
averaged thickness of liquid film decreases for
the fluted plate compared with thickness for
the flat plate because the heat transfer area in-
creases in the fluted plate more than one in the
flat plate by setting the fluted part. Therefore,
it is expected that the heat transfer increases
for the fluted plate greater than that for the
flat plate.

Film flow falling along vertical rectangu-
lar fluted plates is investigated in this study.
We have calculated the temporal evolution of

(a)

(b)

(c)

(d)
Fig. 2 Time evolution of the film flow.

the film flow by using the Combined Level
Set and Volume of Fluid(CLSVOF) and Ghost
Fluid(GF) methods, and obtained the steady
state film and velocity distributions. It is
found that the film flow goes inside the fluted
part due to the effect of the surface tension
for the fluted plate and the thickness near the
fluted edge is thinner.
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First, we have searched for realistic cadi-

dates for filling-enforced quantum band insula-

tors (feQBI) [1]. The feQBI is a novel quantum

phase protected by the space group symmetry

of the material. They are distinct from a triv-

ial atomic insulator in the sense that it cannot

be adiabatically connected to any atomic insu-

lators unless the energy gap closes or the space

group symmetry is broken. In this sense, we

can regard the feQBI as an intrinsic band insu-

lator where the band gap is opening purely be-

cause of the quantum interference of the Bloch

wave functions. In addition, it is known that

this band gap can open only by including the

spin-oribit coupling (SOC).

It was suggested that the hyperkagome sys-

tem with SOC can host such phases [1], so

we explored some metal-organic frameworks

(MOFs) as the first candidate for feQBI. There

already exists a material with a space group

No. 220 in MOFs [2], which is one of few

space groups hosting feQBI, so it is natural

to seek first in MOFs. However, after many

attempts for the first-principles band calcula-

tions for those materials, the gap for the feQBI

filling never opens in such MOF-type materi-

als. While this was a negative result on our

initial objective, later it was found to be phys-

ically reasonable. In fact, a microscopic inves-

tigation based on the perturbation theory has

revealed that the SOC in the d-orbital tran-

sition metal systems cannot open the gap for

feQBI.

Therefore, we have changed our objective

from the search for feQBI to the search for a

new candidate for quantum spin liquids with

a kagome or hyperkagome lattice structure.

This is a natural extension of the feQBI be-

cause these lattices are known to host flat-

band ferromagnetism or quantum spin liquid

with another filling condition. After mate-

rials search using first-principles calculations,

we discovered [3] some new kagome spin liq-

uid candidates, which can be compared to her-

bertsmithite. In addition, by increasing the

strength of SOC a new type of Dzyaloshinskii-

Moriya interactions apper in those materials

coming from the SOC hopping similar to the

model for feQBI [1].
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