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Tensor-Network Renormalization-Group Study 
of Critical Phenomena

Naoki KAWASHIMA 

Institute for Solid State Physics, 

The University of Tokyo, Kashiwa-no-ha, Kashiwa, Chiba 277-8581 

The objective of the project is to develop 

new methods for studying the critical 

phenomena, both classical and quantum, and 

apply them to strongly correlated systems. 

Especially, we aim at improving the real-space 

renormalization group (RSRG) method based 

on the tensor network representation with the 

hope for fuller understanding of the structure of 

the scaling dimensions of 2+1 or 3 dimensional 

fixed-point theories.  

In [1], we proposed a method for obtaining 

an efficient low-rank approximation of a given 

tensor. This was motivated by the conventional 

RSRG methods such as the loop-TNR and 

entanglement filtering. In those methods, the 

crucial part is removal of redundancy in the 

tensor-network representation arising from 

loops. They can be regarded as a special form 

of low-rank approximation of a given tensor. It 

might then be useful also for more general class 

of tensors, e.g., the image data in the form of 

tensors. The proposed method successfully 

identified the redundant structure of the 

entanglement naturally formed in the process of 

the tensor renormalization group (TRG) 

calculation.  

In [2], we studied the J-K- model, a model 

that may represent some aspect of the 

compound -RuCl3, which is expected to be 

close to the Kitaev spin liquid and presents 

some features hinting a non-trivial topological 

structure of its state. We discovered that the 

chiral spin liquid phase proposed by a 

preceding study is realized in a narrower region 

than predicted. In addition, we discovered two 

more non-magnetic phases that our calculation 

suggested possesses also non-trivial topological 

structure. 

In [3], we studied the spin-1 Kitaev model. 

This was motivated by the preceding work by 

Lee, Kaneko, Okubo and I on the conventional 

spin-1/2 case, in which we discovered 

relationship between the gapless Kitaev spin 

liquid and the classical loop gas model. In [3], 

in contrast to the S=1/2 case, we discovered the 

gapful spin liquid with Z2 structure of the 

quasi-particles.  

In [4], we improved the high-order tensor 

renormalization group (HOTRG), one of the 

conventional RSRG besed on the tensor-

network representation. In the HOTRG, we 

bind two parallel bonds together to form one 
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renormalized bond in much the same spirit as 

the Migdal-Kadanoff RG. In doing so, we need 

a projection operator for the rank reduction. In 

its simplest implementation of the HOTRG, 

only the local environment is taken into 

account in computing the projection operator, 

while it would obviously be better to optimize 

the projector in more global environment.   

Several methods for better optimization has 

been proposed at the cost of higher 

computational complexity. The method we 

proposed is based on the corner transfer-matrix 

technique and reduces the computational 

complexity without serious degrading of the 

accuracy.  

In [5], we applied the method of variational 

uniform matrix-product-state (VUMPS), an 

MPS-based method for one-dimensional 

quantum systems to the 2-leg ladder system 

with four-body interaction, i.e., a one-

dimensional analogue of the JQ model that 

shows a deconfined critical phenomena. While 

DMRG is known to be a very powerful 

numerical tool in investigating the one 

dimensional quantum systems, direct 

characterization of the quantum critical 

phenomena has been a tough problem even for 

DMRG. In our study, we successfully 

characterize various phases including symmetry 

protected topological phases by the 2nd 

cohomology group represented by the resulting 

fixed-point tensors. Critical behaviors between 

the phases are also accurately characterized. 
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Molecular Dynamics Simulations of Bio-Inspired

Materials

Wataru Shinoda

Department of Materials Chemistry, Nagoya University

Nagoya 464-8603

We have studied the surface hydrophobicity

of self-assembled monolayers (SAM) [1] using

massive parallel computer simulations. The

surface hydrophobicity was investigated for a

range chemically functionalized (–CF3, –CH3,

–OCH3, –OH) SAMs as illustrated in Fig. 1.

These SAMs have many industrial and biologi-

cal applications such as for making well-defined

non-fouling surfaces, cell supports, receptors,

sensors, microarrays, separation devices, and

for surface reactions [1, 2]. A good understand-

ing of surface properties of these SAMs can al-

low us to further modify and control them for

the specific uses.

Figure 1: Surface hydrophobicity of chemi-

cally functionalized (–CF3, –CH3, –OCH3, –

OH) self-assembled monolayers. (a) Structure

of a water droplet on the fluoroalkyl SAM sur-

face (b) The formation of a cavity near the

SAM-water interface.

The study was conducted with all-atom

(AA) simulation model using the LAMMPS

molecular dynamics (MD) simulation package

[3]. The systems were modeled using the opti-

mized potentials for liquid simulation (OPLS)

force field [4]. SPC/E rigid-body water model

was used for the water molecules [5]. A wide

range of packing densities and chain lengths

were considered in the study to understand

their effects on the surface hydrophobicity.

Analyses of the MD trajectories were done us-

ing the in-house codes. The complete details

of the computational method can be found in

Ref. [6, 7].

The surface hydrophobicity was investigated

by means of (1) the structure, (2) the contact

angle of a water droplet on the surface, and

(3) the cavity formation free energy. In the

structure, we mainly focused on density distri-

bution, hydrogen-bonding, chain flexibility via

root mean square displacement (RMSD), and

roughness of the SAM surfaces. The free en-

ergy of cavity formation was calculated from

indirect umbrella sampling methods [6, 7],

in which used massive parallel computing re-

source. The results were found quite consis-

tent with experiments. Through these studies,

we demonstrated a systematic path to exam-

ine the hydrophobicity of such synthetic sur-

faces. For the hydrophobic surfaces such as for

the fluorinated chains, it was found that the

surface hydrophobicity is mainly governed by

packing density rather than the chain length.

It increases on reducing the packing density

of SAMs. The SAM flexibility causes an en-

hancement in the surface hydrophobicity inde-
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pendent of chemical functional groups. These

information would be certainly useful for the

material design and modifying the surfaces.

Additionally, we developed a coarse-grained

(CG) model for the semi-fluorocarbon diblocks

and studied the hemimicelle formation of these

chains at the air-water interface using ISSP

supercomputer. These systems contain more

than 100,000 particles even in the CG model.

We showed a mechanism of micelle formation

for these diblocks and successfully explained

the non-coalescence behavior of micelles, which

was a puzzle for the experimentalists [8]. It

was found that an unique alternating P-phase

forms in between the micelles, which has lat-

eral and vertical dimensions of the nanoscale

order (see Fig. 2). We believe that this P-

phase could be reason for the non-coalescence

behavior of micelles under strong compression.

Figure 2: The hemimicelle formation of semi-

fluorocarbons at the air-water interface and

the structure of P-phase existing in between

the hemimicelles.

More recently, we studied the amino acids

and protein adsorption on the SAM surfaces

(see Fig 3). We are in the process of summa-

rizing results of these simulations for the pub-

lication. We found ISSP supercomputer really

useful for conducting simulation of such large-

scale complex systems. We are further looking

to simulate protein adsorption on the polymers

using a coarse-grained model to cover extensive

Figure 3: Adsorption of protein on synthetic

SAM surfaces.

time scale. In this study, we will also consider

the adsorption of more larger systems such as

virus capsids and organelles.
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Construction of data assimilation in materials science

Munehisa MATSUMOTO

Institute of Materials Structure Science, High Energy Accelerator Research Organization

Oho 1-1, Tsukuba 305-0801

We have been developing methods to use

both of experimental data and theoretical data

to better characterize and predict good mag-

netic materials [1, 2]. Experimental data taken

from actual materials and corresponding com-

putational data constitute an integrated data

model. The desired properties of materials are

often well defined and it now looks as though it

is getting more and more feasible to implement

a scheme for rational materials design based on

the integrated data among various experimen-

tal probes and ab initio materials data. How-

ever, during the course of our developments we

are rather finding the relevance of stochastic

aspects of the materials design.

The problem is caused by multiple require-

ments which are often simultaneously im-

posed on the target materials. For permanent

magnets, a candidate compound should have

strong magnetization, magnetic anisotropy,

high Curie temperature, and sufficient struc-

ture stability. Unfortunately it is hardly the

case that all of these can be maximized with

a particular chemical composition. Trade-off’s

are encountered and we have to work with a

good compromise. Besides, another problem

is imposed by the multi-scale nature of mate-

rials. The material is put into practical use

in a macroscopic world in non-equilibrium and

at the moment it is hardly possible to keep all

those extrinsic parameters under control in the

modeling.

A starting point is to restrict the working

parameter space and implement an optimiza-

tion scheme therein referring to the given set

of requirements for the target material [2]. An-

other solution which potentially has the flexi-

bility to deal with the effect of the extrinsic pa-

rameters is a stochastic sampling over the land-

scape of the parameter space. A set of equiva-

lently preferable parameter points can be sam-

pled out and proposed as a set of candidate

materials to meet the given needs. We note

that the external needs can vary depending on

social and economical trends. Even some unex-

pected requirements can pop up depending on

how the material is used in practical applica-

tions. These are not predictable, which points

to an unavoidable stochasticity in the materi-

als design. Thus it seems to be a good idea to

consider the materials design as a stochastic

process working on the integrated data space

constructed over various experimental probes

and theoretical calculations. We adapt the

data assimilation techniques in weather fore-

casts into the materials science. Developments

are in progress and will be reported in detail

elsewhere.

The author benefited from the online school

for data assimilation in the autumn 2020 [3].
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Data integration between experiments and

calculations: the new stages

Munehisa MATSUMOTO

Institute of Materials Structure Science, High Energy Accelerator Research Organization

Oho 1-1, Tsukuba 305-0801

We have been working on magnetic ma-

terials made of transition metals and rare-

earth elements. Since magnetism is a rela-

tively low-energy phenomenon coexisting with

high-energy properties of conducting electrons

in the metallic parts, fundamental problems

caused by the dichotomy between localized

magnetic moments and delocalized electrons

is already implied. On top of this, we en-

counter the multiple-scale problem where the

intrinsic properties determined on the basis of

atomic-scale structure is combined with extrin-

sic properties controlled by the microstructure

to yield the macroscopic properties of magnetic

materials. They both involve different layers

of physics and we have accordingly used com-

bined approaches such as LDA+DMFT [1] to

address the magnetism of localized f -electrons

embedded in the metallic environments. Here

a quantum impurity problem is solved with

quantum Monte Carlo method within the dy-

namical mean field theory (DMFT), and the

realistic electronic structure is addressed with

density functional theory based on local den-

sity approximation (LDA). In an analogous

spirit, we have worked on a computational

scheme where the electronic structure calcu-

lations for metallic ferromagnets and the in-

put structure information taken from the Ri-

etveld analysis of neutron diffraction data pro-

ceed via feedback to each other, which is ten-

tatively termed “LDA+Rietveld” [2]. Here the

experimental data play the role of an effective

self-energy in the language of LDA+DMFT.

Both approaches can be considered as devel-

opments for data integration of different types.

The LDA+DMFT was originally developed for

the simulation of strongly correlated electron

systems which may be considered as a pro-

totype to bridge over multiple scales in the

target systems, which is often encountered in

physics and materials science. While the past

fiscal year 2020 was dominated by the serious

pandemic problem, remote working and on-

line learning tools have significantly improved

which helped us to import several techniques

from experts outside of our conventional dis-

cipline. This included the data assimilation

techniques in weather forecast where unpre-

dictable phenomenon coming from nonlinear

dynamics can be put under numerical control

by combining a limited number of observatory

data and relatively abundant simulation data.

This methodology adapted into the materials

science might help the upcoming materials de-

sign and discovery to be done in an accelerated

and predictable way, prospectively including

a more comprehensive data integration with

sample-fabrication processes. Further develop-

ments are in progress.
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Co-equivalent of Ce in 4f-3d intermetallics

Munehisa MATSUMOTO

Rare-earth permanent magnets based on

Nd-Fe-B alloys have been widely used and ex-

pected to be even more of the key material in

the upcoming decades. The weak anisotropy

field at high temperatures and the relatively

low Curie temperature of the main-phase com-

pound, Nd2Fe14B, sometimes require supple-

mentary rare metals in order to put the ma-

terial in practical use. Since such rare metals

are expensive and not always straightforwardly

available, we have been in urgent quest for

good ferromagnets on which permanent mag-

nets may be developed in a cost-effective, ro-

bust, and sustainable manner. In this regard,

clarification of the potential utility of Ce can

be of a help. Indeed from the viewpoint of

solid state physics, many interesting phenom-

ena associated with Ce, such as valence fluc-

tuations, heavy fermions, and unconventional

superconductivity, have been known. Some of

the fundamental ideas can help in answering

the problems posed from material science.

We have looked into the potential utility of

Ce for most of the representative properties

of a ferromagnet to qualify as a constituent

of a permanent magnet, namely, magnetiza-

tion, magnetic anisotropy [1], Curie tempera-

ture, and structure stability. Among all these

properties, we have observed that the largest

merits actually seem to originate in the va-

lence fluctuations, in particular the contribu-

tion from Ce4+ states to the bulk properties.

One of such aspects can be illustrated with

an effect of Ce substitution in SmFe12 [2]: we

can computationally get an analogue of the

Slater-Pauling curve with the Ce-substituted

ferromagnets. The magnetization of the Fe-

based ferromagnet shows a peak as a function

of the concentration of dopants, typically Co.

Remarkably, the same thing can happen even

when the dopant is Ce.

Obviously it is hard to observe this phe-

nomenon in real experiments. There seems

to be a strict constraint on the inter-atomic

distance between the rare-earth sublattice and

the transition-metal sublattice in order for the

delocalized 4f -electron to contribute to the

bulk magnetization that is mostly made of 3d-

electrons. Especially for Nd2Fe14B with the

relatively inflated lattice, extracting the merit

of Ce with the Slater-Pauling analogue is not

straightforward. Nevertheless there has been

some actual observation [3] confirmed both

experimentally and computationally. Several

findings as exemplified by these cases point to

some hope for promising ferromagnets with re-

duced costs. So far we identified and under-

stood several singular cases. Systematic quest

to pop up further candidates on the basis of

data assimilation between theory and experi-

ments are in progress.

Helpful discussions with K. Saito, T. Ueno,

and H. Shishido through the JSPS KAKENHI

15K13525 project are gratefully acknowledged.
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Finite temperature properties of frustrated systems

Tsuyoshi OKUBO

Department of Physics, The University of Tokyo

7-3-1 Hongo, Bunkyo-ku, Tokyo 133-0033

A variety of exciting phenomena, includ-

ing non-collinear magnetic order, magnetiza-

tion plateaus, and spin liquids, occur in the

frustrated spin systems. Frustrated interac-

tions often appear as geometrical frustrations

based on the antiferromagnetic interaction on

triangular units. Another origin of the frustra-

tion might be the competition of several inter-

actions, such as the J1-J2 model on the square

lattice. The honeycomb lattice Kitaev model

could be considered as an example of the lat-

ter frustration [1]. In the Kitaev model, the

interactions are Ising type, Sγ
i S

γ
j , and the spin

component γ = x, y, z is determined from the

direction to the neighboring site. The Kitaev

model is exactly solvable, and its ground state

is known to be a spin liquid without long-range

magnetic order. Such Kitaev interaction could

appear in the realistic situation through the

strong spin-orbit interaction [2]. α-RuCl3 is

an example of such a Kitaev compound. In

this compound, the ground state is not the

spin liquid: it is a magnetically ordered state.

However, when we apply a magnetic field, the

compound looks show the spin-liquid-like be-

haviors. In particular, a half-integer thermal

Hall conductivity was observed at finite tem-

perature [3], indicating the appearance of Ki-

taev spin liquid.

In this year’s project, we investigated finite

temperature properties of the Kitaev model

with off-diagonal interactions motivated by the

recent experiments on a Kitaev compound.

The model Hamiltonian is given as

H =
∑

γ∈x,y,z
Hγ −

h√
3

∑
i

(Sx + Sy + Sz), (1)

where for γ = z,

Hz =
∑
⟨i,j⟩z

[KSz
i S

z
j + Γ(Sx

i S
y
j + Sy

i S
x
j )

+ Γ′(Sz
i (S

x
j + Sy

j ) + (Sx
i + Sy

i )S
z
j )].

(2)

In the cases of γ = x, y, we consider similar

interaction with cyclic rotation of x, y, z com-

ponents. To numerically calculate the physical

quantities at a finite temperature, we repre-

sent the system’s density matrix as a tensor

network and optimize its elements.

Firstly, we considered pure ferromagnetic

Kitaev model (K = −1, Γ = Γ′ = 0 and

h = 0) in the thermodynamic limit. In our

previous calculation using the infinite tensor

product operator (iTPO) tensor network, we

have found that the accuracy at the low tem-

perature is not sufficient; we could not quan-

titatively reproduce the low-temperature spe-

cific heat peak previously calculated by quan-

tum Monte Carlo [4]. In this year, we consid-

ered a cluster optimization of the tensor to im-

prove the accuracy. In the standard optimiza-

tion based on the imaginary time evolution,

we perform Suzuki-Trotter decomposition and

only optimize two sites simultaneously (sim-

ple update). In the new cluster optimization,

we consider the imaginary time evolution of

six sites and optimize them simultaneously. In

Fig. 1, we plot thus obtained specific heat for

the Kitaev model in the thermodynamic limit.

Although both the simple update and the clus-

ter optimization reproduce two expected peak

structures of the specific heat, the lower peak

height is largely increased by using the cluster
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optimization. Because the specific heat calcu-

lated by unbiased QMC shows a higher peak

than the present data obtained by the cluster

optimization, the accuracy is still not enough.

However, we hope it will be improved when we

consider larger bond dimensions in the future.

 0

 0.05
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 0.15

 0.2

 0.001  0.01  0.1  1  10  100

Simple update
Cluster update

Figure 1: Specific heat of the infinite Kitaev

model calculated by iTPO method. (open cir-

cle) Specific haet calculated by the standard

simple update. (filled circle) Specific heat cal-

culated by the new cluster optimization.

Secondary, we investigated the thermal Hall

conductivity under a magnetic field. As we

discussed, the accuracy of the infinite size sim-

ulation is still insufficient. Thus, we calculated

the thermal Hall conductivity for the finite size

cluster, and the density matrices are repre-

sented by matrix product operators (MPO) in-

stead of iTPO. It has been demonstrated that

by using such MPO representation, indeed, one

can calculate finite temperature properties of

the Kitaev model very accurately [5]. By using

this MPO representation, we successfully cal-

culated the thermal Hall conductivity under

a magnetic field. For the pure Kitaev model,

the thermal Hall conductivity has a peak at a

finite temperature, and it overshoots the half

quantized value; it is consistent with the exper-

imental observation [3]. We also investigated

the effect of the weak Γ and Γ′ terms, and we

found that depending on the sign of Γ and Γ′,

the thermal Hall conductivity is largely modi-

fied from that of the pure Kitaev model.

A part of this work has been done in collab-

oration with J. Nasu, T. Misawa and Y. Mo-

tome.
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Conformation of ultra-long-chain fatty acid in lipid

bilayer
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In living cells, the most abundant lipids
are phospholipids, which have a polar head
group and two hydrocarbon tails. Each tail
typically contains between 14 and 22 carbon
atoms. Around C22 fatty acids such as do-
cosahexaenoic acid (C22:6, DHA) are called
very long-chain fatty acids (VLCFAs). More-
over, much longer chains, called ultra-long-
chain fatty acids (ULCFAs), with 32 to 36
carbons with 6 double bonds were found at
the sn-1 position of phosphatidylcholine (PC)
in photoreceptors, spermatocytes, fibroblasts,
and keratinocytes. However, the biosynthes-
tic mechanisms and biological roles of ULCFAs
have not understood yet. In this study, we ex-
amined the conformation of one of ULCFAs,
dotriacontahexaenoic acid (C32:6) containing
phosphatidylcholine (dTSPC, C32:6-C18:0), in
phospholipid bilayers using all-atom molecular
dynamics simulations [1].

One dTSPC is embedded in the lipid bilayer
consisting of one of the following three lipids:
Distearoyl PC (DSPC, C18:0-C18:0), Stearoyl-
DHA PC (SDPC, C18:0-C22:6), and stearoyl-
oleoyl PC (SOPC, C18:0-C18:1). Moreover, we
examined the effects of the difference in lipid
density between the two leaflets.

We found that the ultra-long tail of the UL-
CFA flips between two leaflets and fluctuates
among an elongation into the opposite leaflet,
lying between two leaflets, and turning back.
The time scale of the conformational change
between the elongated and turned shapes is ∼

10 ns, so that it is quite fast. The ratio of these
three states depends on the lipid-density differ-
ence between the two leaflets. The sn-1 chain is
located at the opposite leaflet more frequently,
as the lipid density of the opposite leaflet rel-
atively decreases. We have clarified the linear
relationships between the position of the sn-1
terminal of dTSPC and the lipid-density dif-
ference in all three types of membranes.

The main difference among the three types
of host lipids is the number of the double
bonds, and clear effects appear in the order
profiles. Nevertheless, the conformation of dT-
SPC exhibits no qualitative differences. A mi-
nor influence is found in the distribution of C32

of dTSPC. Different shapes are obtained be-
tween SDPC and the others, whereas those of
C18 and C3 are not. In the SDPC membrane,
C32 has a rounded triangular distribution. In
contrast, a small peak or shoulder shape ap-
pears for the DSPC and SOPC membranes.

As described above, we revealed that UL-
CFA can sense and rapidly respond to the
lipid-density difference to reduce such a differ-
ence. This behavior may be essential for the
functions of ULCFAs in living cells.
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Giant magnetic response of hidden SU(2) symmetric

antiferromagnets induced by impurity disorder

Hidemaro SUWA

Department of Physics, University of Tokyo
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In the research area of antiferromagnetic

(AFM) spintronics, one of the most funda-

mental and challenging subjects is the efficient

manipulation of the AFM order parameter.

The key to extreme susceptibility lies in two-

dimensional (2D) systems with spin isotropy.

Although the ground state typically has a long-

range order, any continuous symmetry is not

broken at finite temperature in a 2D system

with short-range interactions, according to the

Mermin-Wagner theorem. As a result, the

magnetic susceptibility exhibits an exponen-

tial divergence in the low-temperature region.

Here the strongest divergence is obtained in

the presence of the spin isotropy.

To achieve a giant magnetic response, we

have proposed exploiting the hidden SU(2)

symmetry built in a spin-orbit system [1]. The

large spin-orbit coupling of iridates gives rise to

Jeff = 1/2 quantum states and pins the Jeff =

1/2 pseudo-spins on the IrO6 octahedral net-

work. The octahedral rotation around the axis

perpendicular to the plane can lead to a canted

in-plane magnetic order and a linear coupling

to uniform magnetic fields without breaking

the spin isotropy. This hidden SU(2) symme-

try is revealed by a staggered rotation of the

spin reference frame under the frustration-free

condition of the Dzyaloshinskii-Moriya inter-

action. Nevertheless, real materials have other

perturbations to the pure 2D spin isotropic sys-

tem: in particular, spin anisotropy introduced

by the mixing with the Jeff = 3/2 orbitals. For

efficient manipulation of the AFM order, it is

crucial to make the perturbations smaller than

the external fields we control.

We have shown that the AFM tunability

can be systematically and significantly en-

hanced by introducing magnetic dilution and

diminishing the spin anisotropy effect in the

2D antiferromagnets. We used ISSP System B

and C in class C projects (ID: 2020-Ca-0097,

2020-Cb-0091) and calculated the large-scale

quantum spin system consisting of more

than one million spins using ALPS/looper

(http://github.com/wistaria/alps-looper).

Hybrid parallel computation was performed

using up to 3,456 cores. We numerically

showed that the non-magnetic substitution

significantly suppresses the spin stiffness.

Therefore, the perturbation of the controllable

magnetic field, quantified by the ratio of

the Zeeman energy to the intralayer spin

stiffness, is significantly enhanced and domi-

nant over the other perturbations. We have

accomplished an extreme response of SU(2)

symmetric AFM fluctuations in a diluted

system close to the percolation threshold. The

quasi-2D system of iridates thus represents a

prototype of the magnetic dilution problem in

2D pseudo-spin-half antiferromagnets, leading

to a tunability of effective spin anisotropy.

References

[1] L. Hao, D. Meyers, H. Suwa, et al., Nat.

Phys. 14, 806 (2018)

Activity Report 2020 / Supercomputer Center, Institute for Solid State Physics, The University of Tokyo

231



Development of Thermal Functional Materials Using 
Materials Informatics 
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     The ability to effectively reduce a material’s 

thermal conductivity while keeping its 

electrical properties unchanged is the ultimate 

goal for thermoelectric materials. Due to the 

relative difference in the mean free paths 

(MFPs) of electrons and phonons, introducing 

nanostructures can effectively scatter phonon 

while affecting less to the electron transport. 
For example, the thermal conductivities of 

nanostructured materials like superlattice, 

nanowire, and nano-porous material are about 

one or two orders of magnitude lower than the 

bulk counterpart. 

On the other hand, Silicon also has many 

allotropes other than the commonly seen 

diamond phase (referred to as Si-I phase) and 

has nature low thermal conductivity. Under 

high pressure, it can also form the body-

centered cubic (BC8, referred to as Si-III) 

phase and rhombohedral (R8, referred to as Si-

XII) phase as well as many other intermediate 

phases. How those multiphase nanostructure 

will affect the thermal conductivity remains 

unknown.  

In this work, we utilized a multiscale 

modeling technique that including first-

principles lattice dynamics, the Monte Carlo 

ray-tracing method, and effective medium 

theory was used to understand the mechanism 

of phonon transport in multiphase 

nanostructured silicon as well as the weak 

temperature dependence. The thermal 

conductivity values as well as its temperature 

dependence are also verified by the 

experimental measurements.  

 

 

 
Figure 1(a) Bulk thermal conductivity of Si-I, Si-III, and 

Si-XII phases of silicon ure (b) The thermal conductivity 

spectrum as a function of effective mean free (c) The effective 

thermal conductivity of nanograin Si-I, Si-III, and Si-XII at 

different temperature. (d) The effective thermal conductivity 

of multiphase nanograined silicon as function of temperature.  
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The bulk phonon properties of the three 

phases are shown in Fig. 1(a), which are 

calculated from anharmonic lattice dynamics 

with interatomic force constants from first-

principle calculations. The bulk phonon thermal 

conductivities of these three phases of silicon 

are quite high, which is unfavored for the 

thermoelectric energy conversion. Even for the 

Si-III phase, which has the lowest thermal 

conductivity among the three phases, the 

thermal conductivity is still above 10 W/mK at 

room temperature. Base on the Monte Carlo 

ray-tracing simulations, we found that 

introducing nanograin is an efficient way to 

reduce its lattice thermal conductivity. Taken 

the Si-phase as an example [Fig. 1(b)], we 

found that with the decreasing in the grain sizes, 

both the effective mean free path and the 

thermal conductivity will be shifted to low 

values. The effective thermal conductivity the 

nanograined silicon as a function of 

temperature is shown in Fig. 1(c), which shows 

a temperature-independent behavior. This weak 

temperature dependence suggests that the 

phonon-boundary scattering, which is a 

temperature-independent process in the elastic 

regime, is the dominate process that limits the 

thermal transport. To further verify the 

simulation, we also compared the simulation 

results with the experiment measurements, and 

the results are shown in Fig. 1(d). The inputs 

parameters like the volume fractions and the 

averaged grain sizes are extracted from the 

samples, and the good agreement between the 

simulations and the experimental measurements 

suggests the prediction power of our multiscale 

modeling scheme. 
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As an efficient conformation sampling 

method, we previously developed parallel 

cascade selection molecular dynamics 

(PaCS-MD) [1]. PaCS-MD consists of 

cycles of multiple independent short MD 

simulations. The initial structures of each 

cycle were selected as the closest structures 

to a target structure based on suitable 

properties such as root-mean-square-

deviation (RMSD), center-of-mass distance. 

These selections increase the probability of 

rare event occurrences, and PaCS-MD 

enhances conformation sampling without 

external perturbations.  

  One problem in the original PaCS-MD 

is a requirement prior knowledge of the 

target structure. To address this issue, we 

proposed edge expansion PaCS-MD 

(eePaCS-MD) [2]. As illustrated in Fig. 1, 

eePaCS-MD requires only the initial 

structure (black cross). The initial structures 

of each cycle are randomly taken from the 

vertices (stars) of a multi-dimensional 

principal component subspace. The 

subspace consists of conformations 

sampled during previous cycles of eePaCS-

MD and solving the “convex hull problem” 

provide the edges and vertices. 

 

 
Fig. 1 Schematic illustration of the evolution 

of the vertices and edges in eePaCS-MD. 

 

    The sampling efficiency of the method 

can be examined by conducting eePaCS-MD 

from one state and examinimg whether the 

sampled conformations contain the target 

structures or not. For this purpose, we applied 

eePaCS-MD to open-close transitions (Fig.2) 

of glutamine binding protein (QBP), 

maltose/maltodextrin binding protein (MBP), 

adenylate kinase (ADK). We conducted 
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eePaCS-MD from both open and close states.  

 
Fig. 2 Structures of target complexes. (A) 

Glutamine binding protein (QBP). (B) 

Maltose binding protein (MBP). (C) 

Adenylate kinase (ADK). Structures colored 

in black and white correspond to close and 

open states, respectively. 

 

For all targets, eePaCS-MD efficiently 

sampled open-close transitions (generated 

conformations containing structures similar to 

the close state when simulations started from 

the open state). For QBP and MBP, close-

open transitions were also successfully 

sampled. We also showed that the 

combination of eePaCS-MD and accelerated 

MD (eePaCS-aMD) achieved a further 

improvement of sampling efficiency. 

Minimum RMSD (RMSDmin), time to reach 

RMSDmin (tmin), and the total computational 

cost used to reach the opposite state for the 

first time (T1st) of eePaCS-aMD are shown in 

Table 1. OC and CO represent open to close 

and close to open transition, respectively. As 

shown in Table 1, open to close transitions 

were observed within 10 ns, which is several 

orders of magnitude shorter simulation time 

than conventional MD.  Thus, eePaCS-MD is 

a very efficient sampling method that does 

not require prior knowledge. 

 

Table 1 Summary of results (eePaCS-aMD) 
Target RMSDmin (Å) tmin (ns) T1st (ns) 
QBP (OC) 1.3 4.9 40.4 
QBP (CO) 1.3 6.4 52.8 
MBP (OC) 1.2 6.7 41.6 
MBP (CO) 1.3 7.2 49.4 
ADK (OC) 1.9 8.9 114 
ADK (CO) 3.2 9.3 - 
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Anderson-Kitaev spin liquid
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Toyonaka, 560-8531, Japan

More than half a century, the Anderson

localization has been investegated intensively

on the low-dimensional electron systems or

fermionic systems. Normal magnets with a

long-range order does not have a fermionic ex-

citation, and thus the randomness effect has

been investigated in a different manner. On

the other hand, in Kitaev spin liquids exci-

tations are described by Majorana fermions,

and the Anderson localization of Majorana

fermions can be expected. We name this new

localized state Anderson-Kitaev spin liquid.

This state potentially explains the experimen-

tal observation in α-RuCl3 or A3LiIr2O6 with

A = H, D, Ag.

We discovered Anderson-Kitaev spin liquid

in the bond-disordererd Kitaev model with

a numerical simulation. In the presense of

a magnetic field, we need to recompute the

flux gap of the disordered Kitaev model in

the third-order perturbation. We compute

this quantity in two methods. One is the ex-

act diagonalization of the Majorana one-body

Hamiltonian, and the other is the kernel poly-

nomial method. Especially, the kernel poly-

nomial method is very much suitable for the

parallel computing, and we implement a hy-

brid parallelization code for this algorithm for

a large-scale simulation. We note in the small

scale two methods agree well.

With a massive parallel computation, we

succeed in computing the flux gap, and

hence the thermal Hall conductivity up to a

O(10000)-site system for the bond-disordered

Kitaev model. In the 100 × 100 honeycomb

lattice, the thermal Hall conductivity shows

a rapid decay as the disorder strength grows.

After the extrapolation, the region where the

thermal Hall conducitivity is quantized disap-

pears when only 5% disorder is added. These

results are published in npj Quantum Materi-

als [1].

Overall we discover the new Anderson tran-

sition into an Anderson-Kitaev spin liquid

thanks to the supercomputer in the Institute

for Solid State Physics. The calculation has

been done in the manner suitable for the su-

percomputer based on our newly established

method.
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Analyses on complex fluids using multiscale simulation 
platform 
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We have been developing a simulation platform 

named Multiscale Simulation Platform for 

complex fluids (MSSP), with which one can 

simulate macroscopic complex flows coupled 

with microscopic molecular simulators.  MSSP 

uses smoothed particle hydrodynamics (SPH) 

method, where each hydrodynamic particle 

contains microscopic molecular simulator or 

microscopic stress calculator. 

In this project, we implemented moving 

boundary conditions into MSSP so that we can 

simulate moving and deforming objects such as 

floating filler particles and deformable vesicles 

[1].  

Figure 1 shows several characteristic flow 

properties of a viscoelastic fluid passing by a 

rotating cylindrical obstacle.  The viscoelastic 

fluid is modelled as a Newtonian fluid where 

many dumbbells, i.e. each consists of two 

particles connected by a finite extensible 

nonlinear elastic (FENE) spring, are immersed.  

 

The obstacle is an elastic cylinder that rotates 

with a rotation rate (i.e. the speed at the surface 

of the obstacle/flow speed) 1.0, and the 

Reynolds number 40.0, and Weisenberg 

number 4.0, respectively.  We used 230,000 

SPH particles, each of which contains 1000 

FENE dumbbells.  As a result, total number of 

dumbbells are 230,000,000. 

  We can confirm that the rotation of the 

obstacle induces an asymmetric flow pattern 

around the obstacle, and that the dumbbells are 

strongly stretched at the obstacle surface, which 

is the origin of the nonlinear behavior of the 

viscoelastic fluid. 

  We also develop a simulation technique with 

which one can simulate an elastic membrane, 

i.e. a vesicle, in a channel flow.  This is a 

preliminary work for simulating red blood cells 

in a blood Bessel. 

References 
 [1] Y.Morii and T.Kawakatsu, in preparation. 

 

Figure 1: A FENE dumbbell flow around a rotating cylindrical obstacle.  (a) Flow field, 
(b) pressure distribution, and (c) orientation distribution of FENE dumbbells. 
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Topological Order and Quantum Dynamics in

Quantum Many-body Systems
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We have developed various novel numeri-

cal methods for quantum/classical many-body

systems with strong correlations and per-

formed large-scale simulations on ISSP super-

computer systems.

Rokhsar and Kivelson proposed the quan-

tum dimer model in 1988 as a low-energy effec-

tive model for frustrated magnets. Although

there is no negative sign problem in the Hamil-

tonian of the quantum dimer model, Monte

Carlo simulations are challenging because of

the strong geometrical restriction on the con-

figuration of the dimers. With the help of effi-

cient cluster update based on stochastic series

expansion, we now extend our simulation to a

more general class of models, including dimers

and monomers and multiple interactions be-

tween them. It can include a larger Hilbert

space based on the quantum dimer model, un-

der the same framework of Monte Carlo sim-

ulation and update techniques, by which we

can detect the deconfinement of monomers

under the finite temperature phase transition

(Fig. 1). We also implemented the exchange

Monte Carlo method on the quantum dimer

model to make a winding number-free simula-

tion, with the kinetic terms to break a dimer

into two monomers and still obtain the mea-

surements for only dimer configurations.

In the meantime, the real-space renormal-

ization group method using tensor networks

has recently been widely used as a numeri-

cal method for many-body spin systems. The

tensor network method can efficiently com-

Figure 1: Deconfinement of monomers in quan-

tum dimer model.

pute the physical quantities of large-scale clas-

sical and quantum systems. However, exist-

ing methods, such as TRG and HOTRG, have

a problem that the computational complex-

ity becomes enormous as the spatial dimen-

sion increases. Our proposed Anisotropic Ten-

sor Renormalization Group can dramatically

reduce the computational complexity of high-

dimensional systems such as three-dimensional

quantum systems. Furthermore, by extending

the tensor network to include tensors not only

on the vertices but also on the lines connect-

ing the vertices, the accuracy of the real-space

renormalization method can be increased by

a factor of 100 compared to existing numeri-

cal methods that require a similar amount of

computation time.
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Recently, we have studied (linear-rich) ring-

linear mixtures [1,2] using Kremer-Grest (KG) 

[3] bases coarse grained molecular dynamics 

(CGMD) simulations. To study linear-chain 

penetrations into rings, we performed topology 

analyses based on the Gauss linking number 

(GLN) for all pairs of linear and ring polymers. 

The probability distributions of the number of 

linear chain penetrations per ring (nP) were 

evaluated. We have investigated the possibility 

of increase of nP by some conditions in order to 

make rings to work as a movable cross-linkers. 

In the preliminary simulations at the last 

year, we discovered the increase of nP under 

biaxial elongational flows [4]. Here, we used 

our extended uniform extensional flow (UEF) 

method [5]. We also discovered the stress 

overshoot under the biaxial elongational flows. 

Although the stress overshoot under uniaxial 

elongational flows were reported, that under 

biaxial elongational flows had been not. Thus, 

we proposed the D-Class project to publish a 

paper as quickly as possible. 

In the proposed D-Class project, we started 

systematic preparation of ring-linear blends. 

Here, we treated uncatenated rings and ring 

complexes such as catenanes and bonded-rings 

consist of two or three rings per complex as 

shown in Fig. 1. We studied the cases with 

(Nlinear, Nring) = (160,40), (160,80), (160,120), 

(160,160), (40,160), (10,160) and ring fraction 

was fixed to be about 0.1. Here, Nlinear and Nring 

denotes number of beads per a linear chain and 

a ring, respectively. To keep enough statistical 

precisions, we used large system sizes with 

approximate 0.7 M beads. As the initial 

relaxation run, we performed a tun with 109 

MD steps for each system. As the MD solvers, 

we used LAMMPS [5] for preparations at the 

ISSP supercomputer. At later we also used 

HooMD-bule [6] on the GPUs for continuous 

product runs. 

 

 
Fig. 1: Schematics of single ring, bonded-rings, 

poly-catenanes and ring-linear mixture. 
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In the present project, we developed a 

method to estimate nP by using GLN. Here, the 

ends of linear chains are virtually connected to 

each other, but we prepared an extra linear 

chain and connected it to the original linear 

chain to form a cyclic chain as explained in our 

work [1,2]. For computation of GLN among 

cyclic chain and ring polymer, we used the 

Topoly Python package [7]. Figure 2 shows the 

probability distributions of linear chains 

penetrating into a single ring with (Nlinear, Nring) 

= (160,40), (160,80), (160,120), (160,160). 

 

 

Fig. 2: Probability distributions of linear chains 

penetrating into a single ring with (Nlinear, Nring) 

= (160,40), (160,80), (160,120), (160,160). 

 

In this project, we also performed deformed 

simulations with the deformation rate of 0.001 

in order to grub preliminary results. As results, 

we obtained the key result for biaxial 

elongational flows as shown in Fig. 3.  

 
Fig. 3: Stress overshoot under biaxial 

elongational flows. (Nlinear, Nring) = (160,40) 
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Frustration-induced symmetric skyrmion lattices  
in three dimensions 
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Considerable attention has recently been paid 

to “skyrmion”, a topologically stable nano-scale 

spin texture, both from fundamental interest of 

topology and also from possible application to 

spintronics. In the usual situation, skyrmion and 

“skyrmion lattice” are stabilized in the non-

centrosymmetric magnets without the inversion 

center via the anti-symmetric Dzyaloshinskii-

Moriya (DM) interaction, which energetically 

discriminates “right” and “left” spirals. 

Meanwhile, it was proposed in Ref.[1] that the 

symmetric skyrmion and skyrmion lattice might 

be stabilized in centrosymmetric magnets with 

the inversion center by the frustrated exchange 

interaction. Examples might be the J1-J3 (J1-J2) 

Heisenberg magnet on the two-dimensional 

(2D) triangular lattice under magnetic fields. In 

such frustrated magnets, in contrast to the DM 

case, “right” and “left” spirals are energetically 

equivalent, and the skyrmion with both signs of 

the scalar chirality (or the topological charge) is 

possible, giving rise to both the skyrmion and  

anti-skyrmion lattices. Interestingly, skyrmion 

and anti-skyrmion lead to the topological Hall 

effect of mutually opposite signs. 

Real magnets are of course three-

dimensional (3D) with certain amount of 

interlayer coupling. In this year’s project, we 

investigate the properties of the possible 

skyrmion and skyrmion lattice in 3D, by 

performing extensive Monte Carlo simulations 

on the frustrated classical Heisenberg model on 

the 3D stacked-triangular lattice. We investigate 

by means of extensive Monte Carlo simulations  

both (i) the short-range interaction model 

mimicking insulators, i.e., J1-J3-J1c Heisenberg 

model, and (ii) the long-range RKKY interaction 

(falling with 1/r3) model mimicking metals.   

In the short-range model (i), the transition 

behavior of the 3D model turns out to be similar 

to that of the 2D model for the ferromagnetic 

interlayer coupling, exhibiting the skyrmion 

(anti-skyrmion)-lattice state, while, for the 

antiferromagnetic interlayer coupling, the nature 

of the skyrmion-lattice state changes somewhat. 

In the RKKY model (ii), we also find the 

skyrmion-lattice state, which, however, seems to 

accompany an exotic replica-symmetry breaking 

(RSB) unlike the short-range model. 

 

[1] T. Okubo, S. Chung and H. Kawamura, Phys. 

Rev. Letters 108, 017206 (2012). 
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Rotational dynamics of water molecules on the lipid

membranes

Yuji HIGUCHI
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Kashiwa-no-ha, Kashiwa, Chiba 277-8581

We have studied the structures and prop-

erties of soft matter. We revealed the frac-

ture processes of semicrystalline polymers [1]

by coarse-grained molecular dynamics simula-

tions. Understanding the mechanical proper-

ties is essential to improve the toughness of

polymeric materials. This year, we study the

water dynamics on the lipid membranes, which

are considered as a model system for biologi-

cal membranes. All atomic molecular dynam-

ics (MD) simulations are performed on System

B and C using the LAMMPS program [2] and

DFTB+ software [3].

We calculate the rotational relaxation of

water molecules on the lipid membranes

with phosphatidylcholine (PC) and phos-

phatidylethanolamine (PE) head groups. The

relaxation is faster in PE than that in PC

(Fig. 1), which is consistent with the previous

experiment [4]. To reveal the mechanism of

the different relaxation, hydrogen bond (HB)

networks among water molecules are analyzed.

The number of HBs in PE is less than that in

PC. The PE head group is strongly hydrated,

which breaks the HB network. In contrast, the

weaker hydration around the PC head group

does not break the HB network. In DFTB-MD

simulation, the head groups of PC and PE are

modeled as N(CH3)
+
4 and NH +

4 , respectively.

The rotational relaxation of water molecules

and the number of HBs around ions are con-

sistent with those on the lipid membranes, con-

firming the mechanism. Thus, we successfully

reveal the atomistic mechanism of the different

water dynamics on the lipid membranes [5].
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Figure 1: The rotational relaxation of water

molecules just above the lipid membranes. Ten

trajectories are shown, which confirms the sig-

nificant difference.
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Frustrated quantum spin systems have been

studied intensively for very long time. In

general, however, it is impossible to solve

them exactly mathematically. Therefore, nu-

merical approaches to investigate them are

indispensable. Numerical approaches used

widely to study them are, for example, ex-

act diagonalization (ED), quantum Monte

Carlo (QMC), density matrix renormalization

group (DMRG). Each method has pros and

cons, of course. Since 2010s, a new method

called pseudo-fermion functional renormaliza-

tion group (PFFRG or pf-FRG) has been used

gradually [1]. Although PFFRG overestimates

ordering tendencies to magnetic orders [2],

it can treat large-size systems and strongly-

frustrated systems and detect quantum para-

magnetism due to strong frustration. We done

two studies on the feasibility of the Kitaev

quantum spin liquid by PFFRG [3].

The first one is the study on the feasibility

of it in ultracold molecular systems trapped

in the optical lattice rather than in solids. We

define dipolar Kitaev model on the honeycomb

lattice as

H = −1

2

i̸=j∑
i,j

1

3r3ij
(1)

× {Jx[1− 2 cos(2Φij −
4π

3
)]Sx

i S
x
j

+ Jy[1− 2 cos(2Φij −
2π

3
)]Sy

i S
y
j

+ Jz[1− 2 cos(2Φij)]S
z
i S

z
j }, (2)

based on the realization of Kitaev-type inter-

actions proposed in 2013 [4]. In the dipolar

Kitaev model, the interactions between the

nearest-neighboring sites are consistent with

the Kitaev model, but those between sites far-

ther than the nearest-neighbor are more com-

plicated. We apply PFFRG to this model to

investigate the ground state at each param-

eter. The results show that FM order and

zigzag AFM order are realized in the FM and

AFM dipolar Kitaev model, respectively, for

all anisotropy parameters. Furthermore, in or-

der to investigate the connection between the

(nearest-neighbor) Kitaev model and the dipo-

lar Kitaev model, we introduce an artificial

range of interactions and calculate the suscep-

tibility when approaching the dipolar Kitaev

model with long-range interactions from the

Kitaev model with only nearest-neighbor in-

teractions. From this calculation, it is clarified

that the spin liquid state realized in the Ki-

taev model is quickly collapses, as the range

of interactions is extended. After the propos-

als of Kitaev-type interaction in ultracold po-

lar molecular systems by microwave irradiation

in 2013, the calculation based on these pro-

posals has not been performed, and whether

Kitaev quantum spin liquid state is actually

realized has remained an open question. We

address this issue with PFFRG and elucidated

the above results for the first time.

The other is the study on the realization of

the Kitaev quantum spin liquid in the high-

spin materials. We calculate the phase dia-

Activity Report 2020 / Supercomputer Center, Institute for Solid State Physics, The University of Tokyo

243



gram of the spin-S Kitaev-Heisenberg model

with S = 1/2-5/2 and S = 50. Its Hamilto-

nian is

H = A
∑
µ

∑
⟨i,j⟩µ

[
2 sin(2πξ)Sµ

i S
µ
j + cos(2πξ)Si · Sj

]
.

(3)

We apply the extension of PFFRG to treat

spin-S systems proposed in 2017 [5]. The

obtained phase diagrams of the Kitaev-

Heisenberg model for S = 1/2 and S = 1

are in general good agreement with the previ-

ous studies by other numerical methods. The

phase diagram for S = 50 is also in good agree-

ment with the previous study on the classical

Kitaev-Heisenberg model by Monte Carlo sim-

ulation, except for some special points. As a

result of systematic calculations with different

S, for S ≤ 3/2, both the AFM and FM Ki-

taev spin liquid regions have a finite extent.

For S ≥ 2, no region showing Kitaev spin liq-

uid state was found. Therefore, we believe

that S = 3/2 gives an upper bound on the

spins possessed by the candidate materials in

which Kitaev quantum spin liquid is realized.

The phase diagram calculation of the Kitaev-

Heisenberg model with a systematic change of

spin S, as we perform here, has not been done

before. This is the first study of the application

of spin-S PFFRG to the Kitaev-Heisenberg

systems. The results we obtain here provide

a guideline for the recent intensive search for

candidate materials of S > 1/2 Kitaev quan-

tum spin liquid.
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Molecular dynamics simulations for assembly and 
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Proteins are normally folded correctly and 

perform functions that are necessary to sustain 

life. However, when the concentration of 

proteins increases due to aging or other reasons, 

they can aggregate and cause a variety of 

diseases. Alzheimer’s disease, which is one 

type of dementia, is caused by amyloid-β (Aβ) 

peptides, which aggregate into spherical 

oligomers or amyloid fibrils. We are conducting 

theoretical studies on the aggregation and 

disaggregation of Aβ peptides [1]. In this fiscal 

year, we investigated the destruction process of 

an Aβ amyloid fibril by infrared free electron 

laser irradiation using molecular dynamics 

simulation. 

In recent years, Aβ aggregates have been 

irradiated with infrared free electron lasers and 

destroyed. We performed non-equilibrium 

molecular dynamics simulations of Aβ amyloid 

fibrils under a time-varying electric field 

mimicking that of an infrared free electron laser 

to clarify the destruction process and the 

structure of amyloid fibrils after destruction. 

As a result, we have discovered a new 

mechanism by which water molecules destroy 

the Aβ amyloid fibril. Intermolecular hydrogen 

bonds formed between C=O and N–H in the 

amyloid fibril are broken with each pulse of 

laser irradiation. In most cases, these bonds are 

reformed spontaneously after the irradiation. 

However, if a water molecule happens to enter 

the gap between C=O and N–H made by the 

laser irradiation, the reformation of the 

hydrogen bonds is inhibited. This role of water 

molecules is quite different from other known 

mechanisms. This new mechanism can explain 

recent experiments showing that amyloid fibrils 

are not destroyed by laser irradiation under dry 

conditions [2].  

Furthermore, we found that more α-helix 

structures are formed after the laser-irradiated 

amyloid-fibril destruction. This is because the 

α-helix structure has a different resonance 

frequency from the β-sheet structure. Our 

findings provide a theoretical basis for the 

application of the laser to the future treatment 

of amyloidosis. 
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Study on Complex Systems by Generalized-Ensemble Algorithms 
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    We had two projects regarding generalized-

ensemble algorithms applied to complex 

systems.  

     The density of states (DOS) is one of the 

most important physical quantities in 

statistical mechanics. Recently, we proposed a 

simulation protocol, REWL-MUCAREM [1], 

in order to obtain the DOS with high accuracy 

in complex systems by combining the 

Replica-Exchange Wang-Landau (REWL) 

method [2] and the Multicanonical Replica-

Exchange Method (MUCAREM) [3]. The 

effectiveness of REWL-MUCAREM was 

demonstrated by using the 2-dimensional 

Ising model in [1]. 

     We also applied the REWL-MUCAREM 

protocol to the ice Ih system in order to 

estimate the residual entropy with high 

accuracy. The residual entropy of ice has 

become one of good examples to test the 

effectiveness of sampling algorithms.  

Our latest estimate of residual entropy 

per one water molecule [4] is: 

  

W
0
= 1.507472 ± 0.000047

S
0
= k

B
lnW

0

= 0.815615 ± 0.000063 [cal/(mol K)].

 

This estimate is in good agreement with the 

results of several other research groups (see 

Fig. 1).  

However, our previous results disagreed with 

the above results [5]. We found that the 

discrepancy resulted from the choice of the 

random number generators [4].  The present 

 
Figure 1: The estimates of residual entropy of 

ice Ih by several research groups. 

 
Figure 2: Generated random numbers by the 

Marsaglia generator (green) and Mersenne 

Twister generator (purple). 
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work used Mersenne Twister generator [6], 

while our previous work used Marsaglia 

generator [7]. In Fig. 2 we compare the two 

random number generators. Although the 

Mersenne Twister generator gives uniform 

distribution, Marsaglia takes on only nine 

values in this narrow range. We have 

reminded the reader that the choice of random 

number generators is very important. 

In the second project, we studied the 

helix-coil transitions of homo-alanine 

polymers [8] based on the Microcanonical 

Inflection-Point Analysis (MIPA) Method [9]. 

Two lengths of homo-polymers were taken, 

N=10 and 20, and two environment 

conditions (in vacuum and in water) were 

considered. We performed the REWL-

MUCAREM simulations. In Fig. 3, we 

compare the specific heat. 

We see that the helix-coil transition 

temperature is higher for N=20 than for N=10. 

It is also shown that this transition 

temperature is higher for in vacuum than in 

water. 

By calculating the microcanonical 

entropy and its derivative with respect to 

energy, we found that the latter has an 

inflection point in vacuum but no inflection 

point in water. This suggests that the helix-

coil transition is first-order-like in vacuum, 

but it is second-order-like in water [8]. 
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Figure 3: Specific heat as functions of 

temperature for N=10 and 20. 
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The quantum spin nematic state has at-

tracted a lot of interest in the field of the

magnetism. It is a kind of state between the

conventional long-range antiferromagnetic or-

der and the quantum spin liquid. This state

has been proposed as one of mechanisms of

the hidden order which was observed in some

strongly correlated electron systems. The spin

nematic state was theoretically predicted to

be realized in several frustrated systems; the

square lattice model with the ferromagnetic

nearest-neighbor and antiferromagnetic next-

nearest-neighbor interactions[1], the triangu-

lar lattice antiferromagnet with multi spin ex-

change interactions[2], and the ferromagnetic

and antiferromagnetic zigzag chain[3, 4]. The

previous density matrix renormalization group

(DMRG) analysis[5] indicated that the field-

induced spin nematic liquid phase appears in

the S = 1 antiferromagnetic chain with the bi-

quadratic interaction. Thus it would be impor-

tant to investigate this system using another

method, in order to confirm the spin nematic

liquid phase. We investigated the magnetiza-

tion process of the S = 1 antiferromagnetic

chain with the biquadratic interaction, using

the numerical exact diagonalization of finite-

size clusters[6]. The present analysis confirmed

the appearance of the field-induced spin ne-

matic Tomonaga-Luttinger liquid phase and

gives the ground state phase diagram which

is qualitatively consistence with the previous

DMRG study[5]
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The spin gap of the integer-spin antiferro-

magnetic Heisenberg chain was proposed by

Haldane[1, 2] many years ago. Recently it has

been generalized as the symmetry protected

topological phase[3, 4], which is the gapped

phase of the odd-integer-spin antiferromag-

netic chain. On the other hand, the numer-

ical diagonalization and the level spetroscopy

analyses on the S = 2 antiferromagnetic chain

with the coupling anisotropy ∆ and the single-

ion anisotropy D, indicated that the symmetry

protected topological phase appears at a small

region in the ∆−D phase diagram[5, 6]. This

phase corresponds to the intermediateD phase

which had been predicted by Oshikawa[7]. In

the present study, the S = 2 antiferromagnetic

Heisenbergy chain with the biquadratic inter-

action JBQ and the single-ion anisotropy D is

investigated using the numerical diagonaliza-

tion and the level spectroscopy analyses. As

a result, it is found that the intermediate D

phase appears at a wide region in the JBQ−D
phase diagram.
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model on a Honeycomb Lattice 
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In this study, we investigated the ground-

state phase diagram of the S=1/2 Heisenberg-G 

model on a honeycomb lattice [1] by the 

numerical exact diagonalization method and 

cluster-series expansion method [2]. We 

focused on the effects of the anisotropic 

interaction; by tuning the coupling constants, 

the system changes between the spin-chain and 

isolated dimer models. We found that, in the 

spin-chain limit, there are three kinds of states, 

namely a Tomonaga-Luttinger liquid and two 

magnetically long-range-ordered states. All 

three states change two-dimensional long-range 

ordered states, when the interchain interaction 

is included infinitesimally except for the case 

where the Heisenberg interaction is much 

weaker than the off-diagonal symmetric 

interaction (G). When the antiferromagnetic G 

interaction is large enough and the system 

locates near the spin chain limit, we observe 

that there are no prominent peaks of the static 

structure factor and the feature of the low-

energy excitation is quite similar to that in the 

spin chain limit. We consider that two-

dimensional true-long-range-ordered state is 

suppressed in such parameter region. Starting 

from the isolated dimer limit, we found that a 

triplet dimer phase can survive up to the 

isotropically interacting system in a large part 

of the phase diagram, where the Heisenberg 

and G interactions are ferromagnetic and 

antiferromagnetic, respectively. Otherwise, a 

phase transition to a magnetically ordered 

phase takes place before the interaction 

becomes isotropic. This means that the 

quantum spin liquid discussed in the G model 

[3] is unstable against the anisotropy of the 

interactions. The obtained results, namely the 

unitability of this spin liquid and the stable 

triplet dimer phase, are the same as those of the 

previous results for the Kitaev-G model on a 

honeycomb lattice [4].  
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Numerical analysis for nonequilibrium dynamics in
electronic systems on quasicrystals & Study of new
ordered phase and nonequilibrium phenomena in

quasicrystals

Akihisa Koga
Department of Physics, Tokyo Institute of Technology, Meguro, Tokyo 152-8551

Recently, quasicrystals, which have no trans-
lational symmetry but have ordered lattice
structures, are attracting interests in the con-
densed matter physics. So far, their static
properties such as resistivity and specific heats
have been mainly focused on. Thus, it is im-
portant to reveal nonequilibrium features of
quasicrystal systems and understand how spe-
cial lattice structures affect the dynamics.

Motivated by this, we studied nonequilib-
rium dynamics of the excitonic insulating (EI)
phase described by the two-band Hubbard
model on the Penrose lattice. The EI phase is
the condensation of the electron-hole pairs (ex-
citons) in semiconductors or semimetals. The
EI phase is analogous to superconductors and
is attracting much interests in the context of
nonequilbrium condensed matter physics. By
means of the real-space time-dependent mean-
field theory for large systems, we revealed qual-
itatively different behaviors in the BCS and
BEC regimes, see Fig.1. Namely, in the BCS
regime, the order parameter is suppressed after
a single cycle pulse, while, in the BEC regime,
it is increased by the pulse. Such a behavior
has been reported in a previous work on the
square lattice, and its origin was discussed in
the momentum space. However, in quasicrys-
tals, one cannot define the momentum space
and such argument does not apply. Our re-
sults indicate existence of a more fundamental
origin regardless of the momentum picture. In
addition, we revealed a characteristic dynam-
ics in the BCS regime using the perpendicular
space analysis.

Another interesting topic is possible ordered
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FIG. 4. (Color online) Time evolution of |∆| and 2nc for V = 1.95 and V ≃ 4.28 with the condition (N,U,D,ω) = (11006, 4, 4, 0.4). (a)(b)
Time evolution of |∆| and 2nc for V = 1.95. (c)(d) Time evolution of |∆| and 2nc for V ≃ 4.28. We plot |∆(τ)|NB and 2nc(τ)NB with the dashed
line for each F0. Horizontal black (dashed) lines represent |∆(0)| and 2nc(0) (|∆(0)|NB and 2nc(0)NB).

culated in the area without edges [see appendix. A]. We define
those averaged MF parameters as |∆(τ)|NB =

∑NNB
i=1 |∆i(τ)|/NNB

and 2nc(τ)NB = 2
∑NNB

i=1 nci(τ)/NNB, where NNB is the nubmer
of sites away from the edge. We set NNB = 7936 in this study.
In Fig. 4, we plot |∆(τ)|NB and 2nc(τ)NB with dashed lines for
each F0. Note that, for τ > 2π/ω, 2nc(τ) is conserved, but
2nc(τ)NB is not conserved. We find that the behavior of |∆(τ)|
and |∆(τ)|NB are qualitatively similar. The same can be said
about the relation between 2nc(τ) and 2nc(τ)NB. Therefore,
we can consider that the boundary effect (finite size effect) on
the dynamics is negligible for qualitative discussions. On the
other hand, we confirmed that the finite size effects appears
in the quantitative aspects in N = 11006 system used here
[see appendix B]. Therefore, it is hard to estimate the accurate
quantitative values such as the frequency of the Higgs (ampli-
tude) mode.[Θ͟Θ͟ݴΘͳ͍͍͕ͯ͘͢ؾΔɻͦͦ
 Higgs ϞʔυΒ͖͠ͷ͍ͯ͑ݟΔͷ͔ʁ] Thus, in
this paper, we mainly discuss qualitative features.

For V = 1.95 (the BCS region), |∆(τ)| is smaller than the
equilibrium value |∆(0)| for all the values of F0 studied here

[see Fig. 4(a)]. 2nc(τ) slightly increases from 2nc(0) except
for F0 = −0.15. Note that the change in nc(τ) is not mono-
tonic against the field strength F0. For example, nc(τ) − nc(0)
for F0 = −0.10 is smaller than that for F0 = −0.07 and nc(τ)
for F0 = −0.15 is smaller than the initial value. Therefore,
it is found that there is the optimal value of F0 for increas-
ing 2nc(τ). For V ≃ 4.28 (the BEC region), both |∆(τ)| and
2nc(τ) are increased from |∆(0)| and 2nc(0) for all the val-
ues of F0 studied here [see Figs. 4(c) and (d)]. Again, one
can see that the changes in nc(τ) and |∆(τ)| are not monotonic
against the field strength F0. |∆(τ)|−|∆(0)| and nc(τ)−nc(0) for
F0 = −0.10 and −0.15 are smaller than those for F0 = −0.07.
Therefore, as in the case of V = 1.95, there is the optimal
value of F0 for increasing the MF parameters. It is found that
the enhancements of |∆(τ)| and 2nc(τ) are prominent around
F0 = −0.07.

These nonequilibrium features for the Penrose tiling are
qualitatively similar to those of the previous study on the
square lattice19. In particular, we observe the enhancement
of the order in the BEC regime and the suppression of the or-
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culated in the area without edges [see appendix. A]. We define
those averaged MF parameters as |∆(τ)|NB =

∑NNB
i=1 |∆i(τ)|/NNB

and 2nc(τ)NB = 2
∑NNB

i=1 nci(τ)/NNB, where NNB is the nubmer
of sites away from the edge. We set NNB = 7936 in this study.
In Fig. 4, we plot |∆(τ)|NB and 2nc(τ)NB with dashed lines for
each F0. Note that, for τ > 2π/ω, 2nc(τ) is conserved, but
2nc(τ)NB is not conserved. We find that the behavior of |∆(τ)|
and |∆(τ)|NB are qualitatively similar. The same can be said
about the relation between 2nc(τ) and 2nc(τ)NB. Therefore,
we can consider that the boundary effect (finite size effect) on
the dynamics is negligible for qualitative discussions. On the
other hand, we confirmed that the finite size effects appears
in the quantitative aspects in N = 11006 system used here
[see appendix B]. Therefore, it is hard to estimate the accurate
quantitative values such as the frequency of the Higgs (ampli-
tude) mode.[Θ͟Θ͟ݴΘͳ͍͍͕ͯ͘͢ؾΔɻͦͦ
 Higgs ϞʔυΒ͖͠ͷ͍ͯ͑ݟΔͷ͔ʁ] Thus, in
this paper, we mainly discuss qualitative features.

For V = 1.95 (the BCS region), |∆(τ)| is smaller than the
equilibrium value |∆(0)| for all the values of F0 studied here

[see Fig. 4(a)]. 2nc(τ) slightly increases from 2nc(0) except
for F0 = −0.15. Note that the change in nc(τ) is not mono-
tonic against the field strength F0. For example, nc(τ) − nc(0)
for F0 = −0.10 is smaller than that for F0 = −0.07 and nc(τ)
for F0 = −0.15 is smaller than the initial value. Therefore,
it is found that there is the optimal value of F0 for increas-
ing 2nc(τ). For V ≃ 4.28 (the BEC region), both |∆(τ)| and
2nc(τ) are increased from |∆(0)| and 2nc(0) for all the val-
ues of F0 studied here [see Figs. 4(c) and (d)]. Again, one
can see that the changes in nc(τ) and |∆(τ)| are not monotonic
against the field strength F0. |∆(τ)|−|∆(0)| and nc(τ)−nc(0) for
F0 = −0.10 and −0.15 are smaller than those for F0 = −0.07.
Therefore, as in the case of V = 1.95, there is the optimal
value of F0 for increasing the MF parameters. It is found that
the enhancements of |∆(τ)| and 2nc(τ) are prominent around
F0 = −0.07.

These nonequilibrium features for the Penrose tiling are
qualitatively similar to those of the previous study on the
square lattice19. In particular, we observe the enhancement
of the order in the BEC regime and the suppression of the or-

BCS BEC

Figure 1: Dynamics of the EI order parame-
ter for the two-band Hubbard model on the
Penrose lattice. Horizontal lines indicate equi-
librium values.

phases in quasicrystals. We have clarified the
nature of magnetic orders in several types of
quasi-periodic lattices [2].

Furthermore, we have also studied real-
space dynamics and correlations in the Ki-
taev spin liquid states. We revealed peculiar
spin transport mediated by itinerant Majorana
fermions [3] and discuss how to modify the Ma-
jorana correlations using intrinsic degrees of
freedom of the Kitaev model [4].
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The University of Tokyo, Komaba, Meguro, Tokyo 153-8902 
 

Proteins have been extensively used in 

industrial and pharmaceutical applications; 

many protein-based drugs are among the top 

selling drugs. However, these proteins have 

been developed by experimental approaches 

that require a lot of time and cost. Therefore, 

theoretical approaches to efficiently design 

useful proteins are demanded. To solve this 

issue, we have been rationally designing 

various proteins, which are potentially 

applicable to industry and medicine, using the 

Rosetta 3.8 or 3.12 suite [1-3]. We have also 

performed experimental verification of the 

computational protein design. 

Protein-protein interactions (PPIs) are 

related to many diseases, and thus designing 

PPI inhibitors is a promising way for drug 

discovery. We rationally designed inhibitors for 

the interactions between the KIX domain of a 

transcriptional coactivator CBP and 

transcriptional activators, which are involved in 

many diseases including leukemia [4]. The 

transactivation domain (TAD) of the 

transcriptional activator mixed lineage 

leukemia protein (MLL) was used as a template. 

Theoretical design of the mutants of the MLL 

TAD fragment that may bind KIX more tightly 

than the wild type was performed using Rosetta. 

Among the designed mutants, we could obtain 

the mutant that binds KIX two-fold more 

tightly than the wild type, suggesting that our 

strategy is useful for designing PPI inhibitors. 

Severe acute respiratory syndrome 

coronavirus 2 (SARS-CoV-2), which is 

responsible for coronavirus disease 2019 

(COVID-19), infects human cells through the 

PPI between the receptor-binding domain 

(RBD) of the viral-surface Spike protein and 

the cell-surface receptor angiotensin-converting 

enzyme 2 (ACE2) [5]. To inhibit this PPI, we 

have computationally designed the antibodies 

that can bind the ACE2-binding region of the 

RBD of SARS-CoV-2. We are currently 

producing the antibodies and the RBD proteins, 

to experimentally verify the predictions. 

Allergic asthma is known to occur through 
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the PPI between interleukin-33 (IL-33) released 

from damaged epithelial cells and the ST2 

receptor of type 2 innate lymphoid cells [6]. To 

develop the IL-33–ST2 inhibitors, we rationally 

designed the IL-33 mutants that tightly bind to 

one of the two IL-33 binding sites on ST2 but 

does not to another site. The interaction of ST2 

with one of the designed mutants of IL-33 was 

measured by fluorescence anisotropy. However, 

the experiment did not support the theoretical 

prediction, indicating the necessity of 

improving protein design methods. 

Alkane biosynthesis has gained great 

attention as an alternative to fossil fuels and is 

expected as one of the promising ways to 

produce carbon-neural renewable energy. 

Cyanobacterial alkane biosynthesis involves 

two enzymes, an acyl-ACP reductase (AAR) 

and an aldehyde deformylating oxygenase 

(ADO) [7]. Interaction between these proteins 

allows an efficient delivery of an aldehyde from 

AAR to ADO [8]. To improve bioalkane 

production, we rationally designed the mutants 

of ADO that have higher affinity with AAR. 

Our preliminary experimental results show that 

some of the designed mutants enhanced alkane 

production as predicted. 

Finally, solving the protein folding problem 

is important in improving rational design of 

proteins. The WSME model can explain the 

folding pathways of small proteins and is 

considered to be a promising model to solve the 

protein folding problem [9,10]. By extending 

this model, we have previously developed a 

statistical mechanical model of protein folding 

that can explain the folding pathways of multi-

domain proteins having multiple disulfide 

bonds. To further extend this model for any 

types of proteins, here we applied this model to 

a protein that does not have disulfide bonds and 

succeeded in predicting its folding mechanism. 

Thus, our model may be useful for a unified 

theoretical description of protein folding 

mechanisms. 
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Development of Giant Thermal-property Databases for 
Amorphous Polymer Materials 

 

Yuxuan Liao, Yoshihiro Hayashi 

The Department of Mechanical Engineering 

The University of Tokyo, Hongo 7-3-1, Bunkyo-ku, Tokyo, JAPAN 

 

We intended to develop a giant thermal-

property database for amorphous polymer 

materials. This year, we have established an 

automation framework for developing the giant 

databases, as shown in Figure 1. The 

automation framework allows us to generate 

amorphous polymer structures and calculate its 

thermal conductivity (TC) automatically. The 

steps are: 1) creation of polymer chain by 

random walk algorithm, 2) assignment of the 

force field and atomic charge into each atom, 3) 

generation of the amorphous polymer cell, 4) 

running the equilibration simulation by 

molecular dynamics (MD), 5) checking the 

convergence of total energy and density, etc. for 

the equilibration MD, 6) if not converged, 

restarting the equilibration MD, 7) running the 

non-equilibrium MD (NEMD) to compute the 

TC value, 8) collection of TC values for all 

polymers. 

All MD calculations were performed using 

the corrected heat flux branch of LAMMPS 

package. We used an AMBER type GAFF2 

forcefield. Atomic charges were derived by the 

Gasteiger method. The particle-particle 

particle-mesh (pppm) method was employed to 

compute the long-range Coulombic interaction. 

In equilibration MD, NPT calculations using 

Nose-Hoover thermostat and the barostat were 

run for 5 ns annealing and 8 ns equilibration. 

All bonds and angles, including those of the 

hydrogen atoms, were constrained by the 

SHAKE algorithm, and the time step was set to 

1 fs. The TC is calculated by performing the 

reverse NEMD (RNEMD) simulation proposed 

by Müller-Plathe, as shown in Figure 2.  

We have calculated 500 amorphous polymer 

systems, with an experimental validation shown 

in Figure 2(B). The results are organized into a 

paper, which will be coming online soon.  

Moreover, we also calculate the thermal 

transport properties of amorphous materials, 

which is published in Nano Energy 2021 [2]. 
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Figure 1 Automation framework for developing the giant thermal-property polymer 

databases 

 

 
Figure 2. (a) Schematic representation of the simulation box for reverse nonequilibrium 
molecular dynamics (RNEMD). (b) Comparing the calculated thermal conductivity (κ) 
and experimental κ for 13 polymers. A dots line indicates calculated κ equal to 
experimental κ. 
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We intended to develop a giant thermal-

property database for amorphous polymer 

materials. This year, we have 1) optimized the 

thermal conductivity calculation method and 2) 

investigated the influence of the classical size 

effect and the chain length of polymers on the 

thermal conductivity of amorphous polymers.    

The motivation is that 1) Since the 

calculation is computationally heavy, we need 

to find out the best NEMD method for our 

automation system. The Muller-Plathe (MP) 

method has the advantage of a rapidly 

converging quantity in temperature gradient 

rather than a slowly converging heat flux, thus, 

it can speed up the calculation speed. The 

results from the MP method are validated by 

comparing them with the results from the 

Langevin thermostat, as shown in Fig. 1. Here, 

a polymer with the ID of P010080 is used as an 

example. 2) Since the real polymer has 

extremely long chains consisting of over tens or 

hundreds of thousand atoms, which is 

challenging to be calculated with NEMD. The 

thermal conductivity of polymers typically 

increases with the chain length. Thus, we need 

to find out the converged thermal conductivity 

in terms of the chain length.  

Figure. 1 shows the thermal conductivity as 

a function of chain lengths, which is 

characterized by the number of atoms per chain. 

The results show that 20000 atoms per chain 

are needed to obtain a converged thermal 

conductivity. The results indicate that heat 

carriers with long mean free paths (propagons) 

play an important role in the heat conduction of 

amorphous polymers.  

To give a deeper insight into the underlying 

physics, we have explored the relaxation 

process and mean free path of propagons in 

amorphous materials. Here, we have used 

amorphous silicon, amorphous silica, and 

amorphous silicon nitride as examples. We 

found that the Akhiezer mechanism dominates 

the relaxation process of propagons [1]. The 

next step is how to generalize the analysis into 

amorphous polymers, which is still under 

investigation. 
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Tensor renormalization-group study of spin glasses

Koji Hukushima
Department of Basic Science, University of Tokyo

3-8-1 Komaba, Meguro-ku, Tokyo 153-8902

One of the most important remaining prob-
lems in statistical physics is to clarify the
low-temperature thermodynamic properties of
Ising spin glasses in three dimensions. The
search for the ground states is computationally
intractable in the sense that it is one of the NP-
hard problems in the theory of computation,
and the Markov-chain Monte Carlo (MCMC)
calculations at finite temperature have ex-
tremely slow relaxation phenomena, both of
which make large size calculations difficult. Al-
though many computational physical methods
derived from spin-glass research, such as the ex-
tended ensemble method, have affected other
research fields, they have not yet solved the
spin-glass problem.

In this study, we aim to break the limit
of computational size by applying the tensor
renormalization group (TRG) method, which
has attracted much attention in recent years,
to the spin glass system instead of the MCMC
method. We have previously applied TRG to
a lattice glass model in two dimensions that
exhibits a glass transition in the mean-field
limit[1]. There have been a few previous stud-
ies that have applied the TRG to spin-glass
systems, but they have not been studied ex-
tensively. One reason seems to be the prob-
lem of numerical accuracy. It has been pointed
out that, as a result of frustration, a “negative
partition function” appears even though it is
originally positive definite, and there is another
study showing that this can be solved by very
high precision floating-point arithmetic. How-
ever, it has been suggested that the numeri-
cal accuracy is not realistic for such calcula-
tions at low temperature. We proposed a nu-
merical method to detect the ordered phase in
Ising spin glasses and explore the possibility of
performing the calculation while avoiding the
negative partition function problem in TRG.

We addressed two specific issues in Ising spin
glasses.
(1) Vertically of ferromagnetic phase transition
and ferromagnetic limit on the Nishimori line
It is rigorously known that the ferromag-

netic transition on the Nishimori line is the
ferromagnetic limit on disorder. MCMC cal-
culations suggested that the phase boundary
is somewhat reentrant, but this is not definite.
The negative partition function problem is con-
sidered to appear at the point where the spin
glassiness is strong. Therefore, it is expected to
be reduced by getting closer to the ferromag-
netic side. Here, we determined the ferromag-
netic transition temperature on the Nishimori
line with high accuracy by calculating the free
energy difference under the twisted boundary
condition using TRG.
(2)Development of an algorithm to evaluate the
spin-glass order parameter by TRG
Here, we developed a method to calculate the

spin-glass order parameter by TRG, and per-
formed the calculation for the Ising spin glass
model. The spin-glass order parameter is an
overlap function, which is defined using two in-
dependent systems with the same interactions.
There are two main ways to evaluate the ex-
pectation values of physical quantities using
the TRG method. One is to use the numeri-
cal derivative of the free energy, and the other
is to use the impurity tensor to construct the
measurement tensor of the observables. In any
case, it is necessary to devise a way to calculate
the spin-glass order parameter using TRG. We
constructed a tensor network for a replica cou-
pled system that introduces an interaction be-
tween two systems, and succeeded in calculat-
ing the order parameter on the Nishimori line
as its derivative with respect to the coupling.

[1] K. Yoshiyama and K. Hukushima:
J. Phys. Soc. Jpn. 89, (2020) 104003.
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Parallel Bayesian computation in material science

Koji Hukushima
Department of Basic Science, University of Tokyo

3-8-1 Komaba, Meguro-ku, Tokyo 153-8902

Recent development of various experimen-
tal and measurement technologies has allowed
us to obtain a large amount of high-precision
data, but the methodologies for data analy-
sis have not yet caught up with the improve-
ment of experimental techniques. On the other
hand, the development of machine learning,
such as deep learning, has also been remark-
able in recent years, and the practical appli-
cation of machine learning to materials science
has attracted much attention. However, the
black-boxed application of deep learning to ma-
terials science is powerful for “prediction” but
not necessarily suitable for “understanding”.

In this project, we attempted to apply and
develop Bayesian inference based on statisti-
cal models that incorporate physical laws as
much as possible, using data obtained from ex-
periments as input. Since Bayesian statistical
models using physical processes are nonlinear
in general, they cannot be computed analyti-
cally. In the 1980s, the Markov-chain Monte
Carlo (MCMC) method was found to be useful
for Bayesian inference, and it started to be ap-
plied in large scale. In recent years, the amount
of data to be analyzed has increased and the
amount of computation per step has become
large, and Markov chains which are bound by
causality, are not necessarily easy to parallelize.

Therefor, we applied population annealing
(PA), which is a population type Monte Carlo
method, not based on Markov chains, to
the problem of Bayesian statistics of mate-
rials science. PA, proposed by Hukushima-
Iba(2003), has been introduced as a computa-
tional method for statistical mechanical mod-
els, and recently it has been working on large-
scale parallel computations including GPGPU.
This method has a large number of nearly inde-
pendent computations and is compatible with
parallel computation, which significantly re-

duces the computational time by parallel com-
putation. In addition, an advantage of PA over
MCMC methods is that the partition function
in statistical mechanics, which is the normaliza-
tion constant for the probability distribution,
can be obtained as a by-product of the calcu-
lation. The partition function, which is called
evidence in the context of Bayesian inference, is
an important quantity that gives an indicator
of model selection.
Furthermore, since the leave-one-out cross

validation (LOOCV), which is one of the cross-
validation methods, can be formulated by the
reweighting method often used in statistical
physics, its implementation is also carried out
at the same time in PA. By systematically com-
paring the evidence and LOOCV, we developed
a methodology for data analysis that integrates
hyper-parameter estimation and model selec-
tion.
The proposed method has been implemented

in linear regression models with noise. It has
been pointed out that L1 regularization-based
methods such as LASSO lead to bias, and in or-
der to avoid this, a direct method of analyzing
sparsity as an L0 regularization problem has
been considered. However, the L0 regulariza-
tion problem is known to be NP hard, and no
efficient algorithm is known. We successfully
solved this problem in a realistic time using PA,
and also succeeded in evaluating the magnitude
of the noise by computing the evidence. This
means that we have established a new data-
analysis method for sparse modeling, including
uncertainty evaluation. We believe that it can
develop materials science through our sampling
methods such as noise magnitude estimation
and model selection, which are a step further
than conventional Bayesian estimation usually
attributed to optimization calculations.
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Study on relaxations of fluctuation with the

event-chain algorithm

Y. Ozeki and Y. Osada

Graduate School of Informatics and Engineering, The University of Electro-Communications

We investigate the applicability of the event
chain algorithm [1, 2] to the relaxation of fluc-
tuation for the nonequilibrium relaxation (NER)
method, [3,4] which has been an efficient numerical
method to evaluate critical exponents. The event-
chain algorithm has introduced for the Monte Carlo
(MC) simulation with a multi-spin-flip algorithm,
and shows estimation of the dynamical critical ex-
ponent z ∼ 1 [1], which indicates a faster dynamics
as compared with those with a single-spin-flip al-
gorithm such as the the Metropolis one.

Previously, we investigated it for its applicabil-
ity to the NER method and estimated the dynam-
ical exponent z by means of the dynamical scaling
analysis. The initial state of relaxation is prepared
as an all-aligned state. As an example, we ana-
lyze the classical XY model in three dimensions;
H = −J

∑

〈ij〉 Si · Sj , where summation for 〈ij〉 is
taken over all nearest-neighboring sites on a simple
cubic lattice. Since the relaxation is much fast in
the simulation with the event chain algorithm, we
proposed the relaxation of the absolute value of the
magnetization as the dynamical order parameter,

|m(t)| =

〈

N
−1

∑

i

Si

)2〉1/2

(1)

and confirmed the efficiency of it.

Let us show the result of dynamical scaling anal-
ysis. The relaxation of the order parameter |m(t|)
are calculated for 2.182 ≤ T ≤ 2.222 on a 3003 sim-
ple cubic lattice up to an observation time of 100
MCSs. About 864 samples are taken for statistical
averaging. The estimations are plotted in Fig. 1.
Using the improved dynamical scaling analysis for
the NER data [4], we analyze the dynamical scaling
form,

|m(t, T )| = τ
−λ

Y [t/τ ], (2)

where τ(T ) is the relaxation time and λ is a dy-
namical critical exponent. The result is shown in
Fig. 2 with Tc = 2.202 and z = 1.47.

The exponents estimated by dynamical scaling
is used to deviate slightly because of corrections to
scaling. To estimate the exponent more precisely,
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Figure 1: Relaxation of |m(t) for the 3D XY model
in 2.182 ≤ T ≤ 2.222 with the interval ∆T = 0.002.
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Figure 3: Relaxation of fluctuation fmm calculated
at T = 2.202

we analyze the relaxation of fluctuation,

fmm(t) ≡ N

[

〈|m(t)|2〉

〈|m(t)〉2
− 1

]

, (3)

at the transition temperature Tc = 2.202 estimated
above. This function is expected to diverge as

fmm(t) ∼ t
λmm , (4)

where λmm = d/z. Calculations are carried out on
a 2003 simple cubic lattice up to the observation
time of 100 MCSs. About 645120 samples are taken
for statistical averaging. The result is plotted in
Fig. 3. We evaluate the numerical derivative

λmm(t) ≡
d log fmm(t)

d log t
, (5)

and plot d/λmm(t) in fig. 4, where the horizon-
tal axis is modulated as 1/t0.704 to show a precise
asymptotic value for t → ∞. The result is z = 1.67,
which is a little greater than the value obtained by
the dynamical scaling. Consequently, the event-
chain algorithm can be used in the NER analysis
with an efficient relaxation performance, and would
be applicable to various slowly relaxing problems
such as frustrated and/or random systems.
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Numerical study of bulk-edge correspondence and

topological phases:

From quantum to classical mechanics

Y. Hatsugai
Department of Physics, University of Tsukuba

1-1-1 Tennodai, Tsukuba 305-8571, Ibaraki, Japan

As for standard topological phenomena, non trivial topology of the bulk is reflected in the
boundary physics which can be, in principle, easily accessible by experiments. This is the bulk-
edge correspondence[1] that is widely used for various systems from quantum to classical ones.
In this project, we have tried to extend the universal feature of the bulk-edge correspondence by
using numerical methods. In this context, the adiabatic pump proposed by Thouless more than
30 years ago is quite special since the center of mass of the bulk, that has topological origin, is
the physical observable although the edge physics is not directly observed by a realistic finite
speed. Experimental realization the adiabatic limit including the gapless edge states is difficult
although it is quite useful for clear understanding of topological character of the pumping[2].
We have extended the bulk-edge correspondence of the topological pumping for various systems
with strong correlation[3, 4]. Another extension of the bulk-edge correspondence for the higher
order topological phases is the bulk-corner correspondence. We demonstrated its validity for
classical mechanical systems on a Kagome lattice[5]. We further applied numerical methods to
various topological phenomena among quantum and classical ones. [6, 7, 8].
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Numerical study on low-energy states

of quantum spin systems

Hiroki NAKANO

Graduate School of Material Science, University of Hyogo

In condensed matter physics, we often have

to tackle many-body problems, in which it is

difficult to estimate physical quantities pre-

cisely. Quantum spin systems are such typical

cases. To examine the systems, under circum-

stances, numerical approaches have widely and

effectively been employed in various studies. A

lot of computational investigations have been

carried out and gave us useful information of

the target systems.

Within the field of quantum spin systems,

three methods are effectively used. One is

the numerical diagonalization method. The

second is the quantum Monte Carlo (QMC)

method. The third one is the density ma-

trix renormalization group (DMRG) method.

Each of the methods has advantages; at the

same time, it also disadvantages. In the QMC

simulations, large systems can be treated irre-

spective of the spatial dimensions of the sys-

tems although it is difficult to precisely eval-

uate physical quantities in frustrated systems

due to the negative sign problem. When

spatial dimension of a target system is one,

on the other hand, the DMRG method is

very useful irrespective of whether the tar-

get system includes frustration or not. For

the cases when the spatial dimension is larger

than one, however, this method is still un-

der development. The numerical diagonaliza-

tion method can be applied irrespective of the

presence of frustrations and the spatial dimen-

sion. However, this method has a serious weak

point that only very small system sizes can

be treated. To overcome this disadvantage,

we developed a hybrid-type parallelized code

of Lanczos diagonalization[1]. This Lanczos-

diagonalization code enables us to treat various

large systems that have not been previously

treated yet within this method. We, thus,

study various quantum spin systems by this

method as a primary approach in this project.

In the project in 2020, we tackled the

S = 1/2 Heisenberg antiferromagnet on the

orthogonal-dimer lattice. This system was

examined based on the calculations of 36-

and 40-site systems of the same Lanczos

diagonalization[2], which pointed out that the

third characteristic ratio defined as J2/J1 ap-

pears between the edge of the exact-dimer

phase and the edge of the Neel-ordered phase;

here, J1 is the amplitude of the exchange cou-

pling on orthogonal-dimer bonds and J2 is the

amplitude of the exchange coupling forming

the simple square lattice. In order to clarify

whether or not the behavior showing the pres-

ence of the third characteristic ratio of J2/J1
survives when the system becomes larger, we

additionally calculated the 44-site cluster of

this system, which has not been treated before.

As a result, our calculations for 44-site sys-

tem show the behavior that is consistent with

those for 40-site system. Our examination con-

tributes to our deeper understandings of the

quantum antiferromagnets with frustrations.

Further investigations would clarify nontrivial

effects of quantum nature and frustration.
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Thermal effects on quantum frustrated magnetisms

Tokuro SHIMOKAWA

Theory of Quantum Matter Unit, Okinawa Institute of Science and Technology Graduate University

Onna-son, Okinawa 904-0412

Quantum frustrated magnetism is well

known as a source of exotic states of mat-

ter, but investigating the true nature, partic-

ularly at finite temperatures, is still a tough

and challenging problem. In this fiscal year,

we investigated both the ground state and

finite-temperature properties of several two-

dimensional frustrated magnetism by means of

exact diagonalization (ED) and quantum typ-

icality (QT) methods. We will here briefly re-

port our numerical activities with the ISSP su-

percomputer.

1) S=1/2 breathing bilayer kagome

(BBK) magnets for Ca10Cr7O28 magnet

Motivated by recent experimental results

on a new quantum spin liquid candidate,

Ca10Cr7O28, we investigated the ground state

and finite-T properties of the S=1/2 BBK

model. We developed a new ED code spe-

cialized for high fields [1], which enables us to

treat much larger system sizes at most 2000

spin clusters and compute spin dynamics with-

out any bias in our quantum Hamiltonian. We

succeeded in reproducing bow-tie and ring-like

features in quantum spin dynamics, which in-

elastic neutron scattering (INS) measurements

reported as signatures of the quantum spin liq-

uid state of this material. We also computed

the temperature dependences of specific heat

and equal-time spin structure factors by means

of the QT method, and we found a realization

of a spiral spin liquid state at moderate tem-

peratures having a ring-like structure in equal-

time spin structure factors. [2]

2) Signatures of finite-T phase transi-

tion in S=1/2 Shastry-Sutherland model

Recent experimental results under high pres-

sures revealed the intermediate plaquette-

singlet phase in SrCu2(BO3)2 compound. In

this intermediate phase, we naturally expect

to have a spontaneous mirror symmetry break-

ing at a finite temperature; however, detecting

the possible finite-T transition has been a chal-

lenging problem, such as in the traditional ED

method because of the smallness of accessible

system sizes. We used the quantum typicality

(QT) method for this problem and succeeded

in capturing some clear signatures of the finite-

T phase transition. For example, the temper-

ature dependence of the real-space spin-spin

correlation is one of the valuable quantities to

see the signatures: we could see two possible

mirror symmetry broken correlation patterns

at low temperatures depending on the random

initial spin configurations used in QT method.

We also discussed the relationship to the mate-

rial SrCu2(BO3)2. These results are published

in Phys. Rev. B. [3]
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Global thermodynamic functions extended to

nonequilibrium steady states

Naoko NAKAGAWA

Department of Physics, Ibaraki University

2-1-1 Bunkyo, Mito, Ibaraki 310-8512

We study spatially inhomogeneous systems,

such as liquid-gas coexistence and multicom-

ponent systems, from the viewpoint of global

thermodynamics [1]. We conducted numerical

research on the following two topics by utiliz-

ing the supercomputer at ISSP. In both topics,

we performed molecular dynamics simulation

using LAMMPS.

(1) Numerical experimental protocol to de-

termine the standard entropy and free energy

of two-component fluids:

The “standard” entropy or free energy plays

a fundamental role to describe the thermody-

namic properties of pure substances. This is

also the case in mixtures to distinguish their

variety and industrial applicability. We have

developed a numerical protocol for determin-

ing the standard free energy of mixtures from

thermodynamic measurements by using knowl-

edge of fluctuating thermodynamics and infor-

mation thermodynamics. The protocol is valid

to numerical experiments, especially to molec-

ular dynamics. In order to verify the validity

of our protocol, we organized the molecular dy-

namics simulation taking a simple example on

which we can make a theoretical prediction.

We concluded the validity and the efficiency

of our protocol as a method to determine the

standard free energy, mixing entropy, solubil-

ity, and so on.

(2) Osmotic pressure in a binary mixture

separated by a semipermeable membrane:

We have applied global thermodynamics to a

binary mixture in thermal conduction, which

is separated by a semipermeable membrane.

It predicts how the osmotic pressure changes

from equilibrium. One of the point to be ex-

amined is whether the osmotic pressure is de-

viated from a conventional expectation, which

corresponds to the balance of local chemical

potential. To clarify this point, we start large-

scale numerical experiments. The resources

used were mainly the L9 CPU of System C

(because LAMMPS has not been installed in

the new System B). The simulation was run

on 9 nodes in 360 parallel computation using

MPI. This allowed us to perform long calcula-

tions on a system with up to 105 particles to

measure the local and global thermodynamic

quantities in the steady state with a sufficient

relaxation time and a sufficiently large number

of samples. We are now checking the effect of

the finite system size.
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Figure 1: Configuration of the investigated

system with two component fluid and a semi-

permeable membrane. The distribution of par-

ticles is modified by heat current.
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Multiscale simulation of polymeric fluids and solids 

 

Takahiro MURASHIMA 

Department of Physics, Graduate School of Science, Tohoku University, 

6-3, Aramaki-aza-Aoba, Aoba-ku, Sendai, Miyagi 980-8578 

 

To develop multiscale simulation directly 

connecting macroscopic continuum system and 

microscopic molecular particle system, we need 

a suitable boundary condition for molecular 

dynamics simulation. For long years, 

extensional flows were difficult problems in 

molecular dynamics simulation. Recently, we 

have developed UEFEX algorithm [1] 

applicable for the Langevin thermostat. This 

new algorithm can solve the extensional flow 

problems. In this algorithm, the flow frame and 

the simulation frame were separately treated. In 

the similar way, we have developed a QR-

decomposition based deformation algorithm [2] 

and applied to a tensile deformation of 

polymeric solid. In this fiscal year, we extended 

this QR-decomposition based algorithm to be 

applicable for rotational flow, rotational shear 

flow, pure shear flow, and so on. Fig.1 shows 

the rotational shear flow. 

 

     

Fig. 1: Snapshots of rotational shear flow. Non-symmetric deformation rate tensor applied. 

Simulation box (the flow frame) is rotating clockwise. Black frame represents “the MD frame”. 

 
The rotational shear flow is typical in cavity 

flow and contraction and expansion flow. I 

would like to apply this technique to the ring-

linear polymer blend [3], where the topological 

constraint of ring polymer causes unique 

phenomena; for example, the viscosity 

overshoot in a biaxial elongational flow. 
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Ground state and dynamical properties of the

J1J2K-Heisenberg model on the square lattice

Matthias GOHLKE, Tokuro SHIMOKAWA

Theory of Quantum Matter Unit, Okinawa Institute of Science and Technology

1919-1 Tancha, Onna-son, Okinawa 904-0495

In the absence of conventional magnetic or-

der of spin-dipolar moments, ordering with

higher-order moments like spin-quadrupoles

may occur. Such spin-quadrupolar—or spin-

nematic (SN)—order was found theoreti-

cally in spin-1 model with biquadratic spin-

exchange [1].

Magnets with spin-12 degrees of freedom,

however, can only exhibit a SN states if two

spin-12 are combined into an effective spin-1 [2].

In fact, such SN states on bonds has theoreti-

cally been observed in frustrated ferromagnets

on the square lattice with dominant ferromag-

netic Heisenberg exchange, J1, antiferromag-

netic next-nearest neighbor exchange, J2, and

cyclic permutation, K. It was found that the

condensation of a two-magnon bound state, at

strong magnetic fields along the z-axis, can sta-

bilize a phase with bond-nematic order [3].

Experimentally, the nature of such a ground

state is intrinsically difficult to verify, due to

the lack of probes that couple directly to the

spin-quadrupole moments. Instead, it is nec-

essary to examine the dynamics of a SN: A

continuous symmetry for the director of a spin-

quadrupole remains, that give rise to a gapless

Goldstone mode [4, 5].

We started by studying the square-lattice

frustrated J1-K model [2],

H = J1
∑
〈i,j〉

S · S (1)

+ K
∑

(i,j,k,l)

(
Pijkl + P−1ijkl

)
+ hz

∑
i

Sz
i ,

where J1 represents dominant ferromagnetic

Heisenberg exchange between nearest neigh-

bor spins, K the cyclic ring exchange around

squares, and hz the Zeeman coupling to a mag-

netic field along the z-axis.

Using iDMRG and the matrix product states

(MPS) framework, we confirm the existence

of the bond-nematic phase in an extended

range of K/|J1| while being sandwiched be-

tween the fully-polarized phase at high fields

and a long-range magnetically ordered phase

at low fields. A recently developed exact diag-

onalization method near saturation [6], shows

a good agreement with iDMRG on cylindrical

geometries with circumference Lcirc ≥ 6 sites.

Given the ground state wave function as an

MPS, dynamical properties can then be stud-

ied by applying a time-evolution unitary U(dt)

represented as a matrix product operator. In

doing so, we observe the condensation of two-

magnon bound state at the corresponding wave

vector of the SN state. Within the SN phase,

we observe a gapless mode with vanishing spec-

tral weight in the q → 0 & ω → 0 limit as

predicted by prior mean-field studies. We do,

however, observe some relevant qualitative dif-

ferences, whose origin we are currently investi-

gating.
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Development of entanglement optimization method

Kenji HARADA

Graduate School of Informatics, Kyoto University, Kyoto 606-8501, Japan

There are various interesting algorithms on

tensor networks to calculate the free energy

and critical properties of classical systems and

the ground state of quantum systems. In these

algorithms, we often need to control the en-

tanglement structure in a tensor network. For

example, we need to remove the short entan-

glement loop structure in grid tensor networks

to calculate a critical fixed point tensor.

In this project, we try to optimize an en-

tanglement structure in a local tensor network

directly. In particular, we consider the de-

velopment of a new optimization method for

a branching operator[1]. To make a branch-

ing operator, we usually use the truncation

optimization for a local tensor network. In-

stead, we directly reduce the entanglement af-

ter applying a branching operator. Combin-

ing automatic differentiation and manifold op-

timization techniques, we can construct an it-

eration method to reduce the entanglement by

a branching operator.

Applying the new method to a tensor net-

work representation of a Born machine[2, 3],

we can directly transform a MPS into a MERA

tensor network[4, 5]. In the case of the Born

machine of the Ising model, we can construct

a correct MERA tensor network from an exact

MPS of the Born machine. In two-dimensional

tensor networks, it is hard to transform the

PEPS into a tree tensor network. We need

to transform the PEPS into the MERA tensor

network directly. It is also necessary to develop

a similar optimization method of a branching

operator for the two-dimensional network.
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Kinetics of phase transition and polyamorphism

Kazuhiro Fuchizaki, Hiroki Naruta, and Katsumi Nakamura

Department of Physics, Ehime University, Matsuyama 790-8577

In FY2020, we mainly treated the structural

variation during the amorphous–amorphous

transition in SnI4. We conducted in situ

synchrotron x-ray measurements along the

isotherm at room temperature from 30 GPa

down to 1.1 GPa, using a diamond anvil cell

to obtain the structure factor required for the

analysis. We also succeeded in applying an

idea of nonequilibrium relaxation to machine

learning (ML) for predicting the order-disorder

transition temperature in a 2-dimensional (2D)

Ising system. The last project was unsched-

uled at the outset. We exploited System B in

the following scene.

Amorphous–amorphous transition in SnI4 [1]

We decided to analyze the structure employ-

ing reverse Monte Carlo (RMC) simulation be-

cause it is much advantageous than a usual

Fourier inversion in the following respect: we

can extract 3D structural information, from

which partial radial distribution functions are

obtainable. Before conducting the RMC fit

of the experimental structure factor S(k), we

had to determine the system’s density and ini-

tial configuration transferred to the fit as in-

put. For this purpose, we prepared a system,

which “mimics” the actual system at the mea-

sured thermodynamic conditions, using classi-

cal isothermal and isobaric molecular dynam-

ics simulation for a system composed of 2744

rigid regular tetrahedral molecules confined in

a cubic box with periodic boundary conditions.

System B took care of this process.

We call the system, whose density is to be

determined, a target system. Our model sys-

tem [2] was known to capture the real system

below 1 GPa. Hence, we first searched in a

trial-and-error manner thermodynamic condi-

tions at which the model system “looks like”

the real system, at least in the length scale k−1
m ,

where km denotes the principal-peak position

of S(k). The conditions thus found were listed

in Table 1 of Ref. [1]. The resultant model

systems after equilibration were all metastable

liquids.

Our method for density estimation from

S(k) presumes the existence of a reference

state that has a similar structure on the length

scale of k−1
m . Let nt be a trial number density.

We redefine the system’s length by multiply-

ing n
−1/3
t and calculate the structure factor,

St(k), using the scaled length. If we denote

the principal-peak position of St(k) by kt, we

can define the difference, δk = kt − km, as

a function of nt. The target’s number den-

sity, n, is then estimated by the condition,

δk/δnt|n = 0. After finalizing the density, we

resized the whole system uniformly so that not

only the length of sides of the system but also

the interatomic distances were updated. We

transferred the configuration along with the

density to the RMC program.

The RMC simulation (see Fig. 1 for an

example) could reveal that the high-density

amorphous (HDA) state is divided into two

states: the high-pressure HDA state beyond 14

GPa containing isolated Sn atoms and the low-

pressure HDA state below 14 GPa consisting

of deformed molecules connected by metallic I2
bonds. In the latter state, the molecular shape

becomes C3v-like just before the transition to

the low-density amorphous (LDA) state, in

which molecules recover the original Td sym-

metry. This local symmetry change has been
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detected on the liquid–liquid transition of SnI4,

suggesting the strong coupling between the lo-

cal symmetry and the global order parameter

of density.

Figure 1: The RMC-simulation result obtained

from S(k) at 3.3 GPa, just before the tran-

sition to the LDA state on decompression, is

visualized as an example. SnI4 units (not nec-

essarily molecules) are depicted in red, green,

and purple when they are regularly tetrahedral

shaped, severely deformed, and even dissoci-

ated, respectively.

Applying nonequilibrium-relaxation scheme to

ML for detecting a phase transition [3]

There seems no need to explain the sig-

nificance of applying the ML technique to

problems across the various disciplines today.

One example in physics problems is detect-

ing the phase transition without any infor-

mation about the “answers” a priori, as in-

telligibly illustrated for a 2D Ising model [4].

Tanaka and Tomiya identified that the weights,

more strictly, their sum Wsum, in a convolu-

tional neural network (CNN) can play a rel-

evant order parameter [4]. The identification

then readily prompted us to apply the idea of

nonequilibrium relaxation [5] to the detection.

We employed the same CNN with one hid-

den layer besides the input and output layers.

To investigate the learning processes in detail,

we realized the CNN in-house. We used the

same 2D Ising system on an L×L lattice with

periodic boundary conditions imposed for the

examination, where L = 32, 64, 128, and 256.

We used as training data the systems well equi-

librated at the specified temperature. Here,

the temperatures constituted the labels, which

were one-hot encoded into the binary vector.

Initially, we set Wsum to zero, which corre-

sponds to the completely “unlearned” state.

Wsum soon evolved into one of the two states

with learning, depending on the pattern’s tem-

perature, leaving Wsum at the transition tem-

perature Tc unlearned. We could thus iden-

tify Tc as the fixed point in the label space.

Because Wsum with labels on both sides of

the fixed point soon bifurcates with learning,

a CNN with proper filters implemented can

judge the location of a Tc at an early stage of

learning. In this context, the existence of hid-

den layers is practically relevant to efficiency.

However, such a Tc irregularly depends on

L; Tc does not follow the relationship, Tc(L) ∼
L−1, expected from the finite-size scaling. The

unusual L-dependence happened to make such

an L = 32 system predict the transition tem-

perature remarkably close to the exact one,

and large systems used as training data do not

necessarily bring about a better result for pre-

dicting Tc.
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Investigation of the molecular origins of the mechanical and 
thermal properties of realistic bio-polymers using all-

atomistic molecular dynamics 
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We have studied the impact fractures of 

amorphous glassy polymer materials using all-

atomistic molecular dynamics (MD) simulations 

for the past few years [1, 2]. In the second half 

of the past year, we continued the pursuit of the 

molecular scale understanding of the yielding 

and the glass transition phenomena using the 

protocols employing large-scale parallel MD 

simulations and analyses established earlier, by 

utilizing the supercomputer resources at ISSP.  

In the first half, we investigated the stress 

origins of the yielding process of the brittle 

material poly-(methyl methacrylate) (PMMA) 

using the stress decomposition method we 

developed previously, and found that 1) the 

brittle materials share the same stress origins as 

the ductile materials; 2) the dense and bulky 

sidechains of PMMA makes it a brittle material 

by lowering its flexibility and increasing the 

stress strength. [3] 

In the second half, we thoroughly studied the 

glass transition phenomenon by analyzing the 

MD trajectories, and realized that various 

degrees of freedom, including the translation 

and rotation of polymer chains, the dihedral 

angle rotation, and some angle bending, defreeze 

at different temperatures, within the observation 

time of current MD simulation time scale. This 

causes the volume, the order parameter usually 

used to define glass transition, to show a broad 

glass transition over decades of kelvins. The 

same phenomenon is believed to occur in 

experimental conditions, although the impact of 

the faster degrees of freedom are less.  
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Global Optimization of Tensor Renormalization

Group using the Corner Transfer Matrix
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Tensor network methods attract much at-

tention as powerful tools for computing

strongly correlated many-body problems. The

tensor renormalization group method (TRG)

[1] and the higher-order TRG (HOTRG) [2]

provide a way to calculate coarse-grained ten-

sor based on the singular value decomposition.

Both the methods do information compression

by solving local optimization problems. Ap-

proximations in these methods are locally op-

timal but not so for contraction of the whole

tensor network. The second renormalization

group method (SRG) [3] and the higher-order

SRG method (HOSRG) [2] introduce global

optimization of tensor renormalization group.

Although these methods drastically improve

accuracy, calculation of the environment ten-

sor requires performing the forward-backward

iterations.

To resolve this problem, we propose another

approximation for global optimization [5]. We

replace the environment tensor with the corner

transfer matrices (CTM) and the edge tensors,

which can be updated by using the CTM renor-

malization group (CTMRG) [4]. Moreover, we

introduce additional decomposition, which re-

duces computational cost of tensor contrac-

tion for the coarse-grained tensor. The com-

putational time of our algorithm (CTM-TRG)

in two dimensions scales as O(χ6) against

the bond dimension χ while the HOTRG and

HOSRG have O(χ7) scaling.

We perform benchmark calculations in the

Ising model on the square lattice and show

that the time-to-solution of the proposed algo-

rithm is faster than that of other methods. As

shown in Fig. 1, our proposed method shows

better accuracy than HOTRG and compatible

to HOSRG.

 10−12

 10−11

 10−10

 10−9

 10−8

 10−7

 2.24  2.25  2.26  2.27  2.28  2.29  2.3

HOTRG
χ=24

HOTRG
χ=64

HOSRG
χ=24

CTM-TRG

R
el

at
iv

e 
er

ro
r i

n 
th

e 
fr

ee
 e

ne
rg

y

Temperature

χ=24 FBC
χ=24 OBC
χ=64 FBC

Figure 1: Relative errors in the free energy

measured in the Ising model on the square lat-

tice.
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Coherent control of quantum mechanical states 

is important to realize various states of quantum 

materials. In particular, quantum entanglement 

is a measure for quantum mechanical features, 

and thus we have focused on its control method 

by photoirradiation[1-3]. In the present study, 

we study the dynamics of entanglement 

generation between remote systems by 

irradiation of a quantized light pulse by 

employing a model of coupled electron-phonon-

photon systems described by[2] 

ℋ = ∑ 𝛺𝑖𝑐𝑖
†𝑐𝑖

3
𝑖=1 + ∑ [𝜔𝑎𝑗

†𝑎𝑗 + {𝜇(𝑎𝑗
† +2

𝑗=1

𝑎𝑗) + 𝜀}
𝜎𝑧
𝑗
+1

2
+ {∑ 𝜈𝑖(𝑐𝑖

† + 𝑐𝑖)
3
𝑖=1 + 𝜆}𝜎𝑥

𝑗
]. 

Solving the time-dependent Schrödinger 

equation by numerical calculation on the System 

B at ISSP, we found that the quantum mutual 

information for phonons reveals the dynamics of 

phonon entanglement generation[4].  

In order to investigate the dynamical behavior 

of phonon states in both material systems, we 

performed a Schmidt decomposition on the 

electron-phonon-photon states in which the 

entire system is divided into the phonons and the 

electrons and photons. In this case, the 

wavefunction|Φ⟩is described by 

|Φ⟩ =∑√𝜆𝑛|𝜂𝑛⟩|𝜃𝑛⟩,

n

 

where |𝜂𝑛⟩  and |𝜃𝑛⟩  denote the phonon states 

and the electron-photon states, respectively.  

   We calculated the dynamical behavior of 𝜆𝑛 

and the entanglement entropy between phonons 

in |𝜂𝑛⟩ as functions of time, and found that the 

entanglement in the singular vector |𝜂0⟩ for the 

largest singular value 𝜆0 is weak, while |𝜂1⟩ and 

|𝜂2⟩ for the second and the third largest singular 

values 𝜆1  and 𝜆2  are strongly entangled. The 

phonon entanglement is generated as 𝜆1 and 𝜆2 

increase, i.e., the entanglement generation 

process corresponds to the conversion of the 

phonon states from a pure decomposable state to 

a mixed state of entangled states.   
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Recently, drug design for inhibiting the 

folding of proteins has begun. This indicates 

the importance of the elucidation of the 

molecular mechanism of folding process of 

proteins for drug design.  

In the present study, we focused on the two 

proteins that have quite similar native structures 

but different structures at the transition state [1]. 

They are goat alpha-lactalbumin and human 

lysozyme, respectively. To elucidate the 

molecular mechanism of the difference in the 

transition state structures among goat alpha-

lactalbumin and human lysozyme, we 

performed molecular dynamics (MD) 

simulations for their unfolding processes at 400 

K. We successfully reproduced the 

experimental results for the transition state 

structures. By carefully analyzing the 

simulation results, we elucidated that the 

difference in the transition state structures arose 

from the existence of the Ca2+ ion in the native 

structure of the goat alpha-lactalbumin, and 

from difference in the length of the secondary 

structures among the two proteins. 

The calculations were performed using the 

F4cpu and L4cpu in the system B, and L4cpu in 

the system C. We used Gromacs program suite 

[2] for the MD simulations. CHARMM22 force 

field [3] and TIP3P model [4] were used for the 

proteins and ions and for the water molecule, 

respectively. 
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Cryo-electron (Cryo-EM) microscopy is one 

of the methods for analyzing the three-

dimensional structures of biomolecules like 

proteins. In this method, the three-dimensional 

electron density map of a protein is 

reconstructed using a lot of two-dimensional 

electron density maps of the protein projected 

from several projection angles. To reconstruct 

the three-dimensional electron density map, the 

projection angle for each map is necessary to 

estimate. A method is the “common-line 

method” [1], but verification method for the 

estimation using the common-line method has 

been lacking. 

In the present study, we investigated 

whether generative topographic mapping 

(GTM) method [2] can be used for an 

estimating method. The method enables us to 

estimate the function describing the two-

dimensional electron density maps as the 

function of the projection angle. Thus, the 

estimation of the projection angle can be 

possible with the GTM method. To demonstrate 

the possibility of the estimation, simulations for 

cryo-EM microscopy experiments were 

performed.  In computing the maps, the protein 

was rotated by assigning the polar coordinates 

z=(θ, ϕ) as follows: the variable θ was fixed to 

0°; and the variable ϕ was randomly assigned in 

the range of 0°≤ϕ≤360°. It was found that 

estimating the projection angle for each 

projection image was successful using the 

GTM method. In future, our method will be 

improved in order to apply to actual cryo-

electron microscopy experimental data. 

The calculations were performed using the 

F4cpu and L4cpu in the system B, and L4cpu in 

the system C. We used our custom-made 

programs for the calculations. The program of 

the GTM method was implemented using the 

Python3 program language. 
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Phase transitions in water and aqueous 

solutions, such as crystallization and 

amorphous formation, have been studied 

in fields of physics and chemistry from 

long ago. Nevertheless, there still exist a 

lot of unresolved issues concerning phase 

transitions of water and aqueous solutions. 

For example, some of metastable phase 

transitions that are postulated to occur in 

water at a large supercooling, such as 

liquid-liquid phase separation (LLPS), 

have not yet been demonstrated.  

Molecular dynamics (MD) simulations 

have often been used to study the 

structure of water at a large supercooling. 

However, evidence for the occurrence of 

LLPS can hardly be obtained by standard 

MD simulations.  

In this study, a metadynamics (MTD) 

method was introduced to search for 

metastable phases of water at a large 

supercooling. An MD simulation in 

which the MTD method was 

implemented (MTD-MD simulation) was 

performed for a liquid water phase 

consisting of 2880 water molecules using 

ISSP system C with high efficiency. 

Following a previous study [1], two 

discrete oxygen-oxygen radial 

distribution functions represented by 

Gaussian window functions were used as 

collective variables. 

A free energy landscape obtained by 

the MTD-MD simulation for the 

TIP4P/Ice model at 233 K indicated two 

local minima. One of the minima 

corresponded to a low-density water 

phase, and the other corresponded to a 

high-density water phase. The high 

density water phase had a structure 

resembling the structure of high-density 

ice VII. At present, it is difficult to judge 

whether the observed two different water 

phases corresponded to water phases 

formed by the postulated LLPS of 

supercooled water. More detailed studies 

are needed to elucidate it in the future.  
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Terrestrial water on the Earth contains 

mineral components, such as calcium 

carbonate (CaCO3), with a high 

concentration and, hence, the formation 

of CaCO3 crystals occurs ubiquitously. 

Industrially, the control of CaCO3 crystal 

nucleation is crucial in connection with 

issues concerning the formation of scales, 

causing blockage of drainage pipes and 

reduction of thermal efficiency of boilers. 

However, the control of it is quite 

difficult. This is because the mechanism 

of CaCO3 crystal formation from a 

supersaturated solution still has remained 

unclear. 

Atomistic simulations, such as 

molecular dynamics (MD) simulations, 

are helpful to elucidate the structure and 

thermodynamic stability of precursors. 

However, the timescale of phenomenon 

that can be analyzed by an MD 

simulation is normally on the order of 

microsecond or shorter. This timescale is 

too short to pursue all possible precursor 

structures that may stably appear in a 

solution. 

In this study, a metadynamics (MTD) 

method was introduced to overcome the 

timescale problem of MD simulation [1]. 

An MD simulation in which the MTD 

method was implemented (MTD-MD 

simulation) was performed for a 

supersaturated CaCO3 aqueous solution. 

The simulation was performed efficiently 

by parallel computing with multiple 

nodes of ISSP system B.  

A free energy landscape (FEL) 

obtained with the MTD-MD simulation 

indicated stable and metastable 

aggregates formed in the solution, each of 

which correspond to a local minimum on 

the FEL). The results are helpful to 

consider the mechanism of CaCO3 crystal 

nucleation via precursors. 
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Transport phenomena in magnetic systems

reflect dynamical properties of interacting

spins, such as magnetic excitations and fluc-

tuations. In this work, we theoretically inves-

tigate transport properties of two-dimensional

antiferromagnetic insulators, putting emphasis

on how nature of spin textures characterized

by more than one ordering wave vectors Q’s

(multiple-Q states) is reflected in spin trans-

port. In the J1-J3 classical Heisenberg model

on the triangular lattice in a magnetic field,

the Hamiltonian is given by

H =
1

2

∑

i,j

JijSi · Sj −H

∑

i

S
z
i (1)

with Jij = J1δj∈N1(i)+J3δj∈N3(i), whereNn(i)

denotes the nth nearest neighbor sites of site

i. For ferromagnetic J1 and antiferromagnetic

J3, it was shown by Okubo, Chung, and Kawa-

mura [1] that single-Q, double-Q, and triple-

Q states are stabilized in the low, middle, and

high field regions, respectively. In particular,

the triple-Q state is known to be the skyrmion

lattice phase, and its higher-temperature re-

gion is another phase, the so-called Z phase, in

which there are randomly distributed domains

of the skyrmion and antiskyrmion lattices.

The spin current and the associated spin

conductivity σs
µν are respectively given by

Jz
s(t) = −

1

2

∑

i,j

Jijrij(Si × Sj)
z
,

σ
s
µν =

1

T L2

∫

∞

0
dt 〈J

z
s,ν(0) J

z
s,µ(t)〉, (2)

where rij and L denote a vector connecting two

sites i and j and the linear system size, respec-

tively. We numerically integrate the semiclas-

sical equation of motion with initial equilib-

rium spin configurations generated by Monte

Carlo simulations and calculate the time corre-

lations 〈Jz
s,ν(0) J

z
s,µ(t)〉 at each time step [2, 3].

It is found that the longitudinal spin-current

conductivity σs
xx is significantly enhanced at

the transition temperature between the triple-

Q and Z phases, whereas at the higher-

temperature transition between the Z and

paramagnetic phases, such an anomalous be-

havior is not obtained. This enhancement of

σs
xx is quite similar to the divergent behavior of

σs
xx at the Kosterlitz-Thouless-type topological

transition [2, 3] in which long-lifetime vortex

excitations play a crucial role. In the present

case, the topological object of the skyrmion

may be relevant to the spin transport, but fur-

ther analysis is necessary to understand the

origin of the significant enhancement of the

spin-current conductivity at the transition into

the skyrmion lattice phase.
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The Binder parameter has been widely used

to analyze critical phenomena [1]. Since the

parameter is the dimensionless, the param-

eters for different system sizes are collapsed

into a single curve by scaling only horizontal

axis. The Binder parameter is usually a mono-

tonic function, but it sometimes peculiar be-

havior. A typical example of this is the Potts

model. The Binder parameter of the Potts

model is non-monotonic function and exhibits

a hump near the criticality. Since the hump

has the system-size dependence, the Biner pa-

rameter of Potts model cannot be collapsed

into a single curve by scaling only horizontal

axis. The humps become larger as the sys-

tem size increases and these humps interfere

with the finite-size scaling analysis especially

for the high-temperature side of the critical

point. We also found that the peak value of

the hump strongly depends on the MCs as

well as the system size. In order to identify

the origin of the hump, we study the Binder

parameter of Q = 3 Potts model. We found

that the Binder parameter can be decomposed

into a high- and a low-temperature compo-

nents, and that the humps originate from the

low-temperature one. THe system size and

MCs dependence of the peak value of the low-

temperature component of the Binder param-

eter Ulow is shown in Fig. 1. One can see that

the MCs dependence becomes large as the sys-

tem size increases. These MCs dependence are

found to be almost independent of the relax-

ation time. The MCs dependence originate

from the strong 1/N bias of the Binder param-

eter as it is a function of the expected value.

Therefore, this bias can be removed by the

jackknife resampling method. However, since

the 1/N bias is removed and the N -infinity

limit still exhibit system-size-dependence, the

finite size scaling function appears to be sys-

tem size dependent. The size-dependence of

the peak position is stronger for larger values

of Q, and the peak value is expected to be

infinite at N infinity for systems involving the

first-order transition. The existence of the uni-

versal finite-size scaling function in the limit of

infinite system size for systems involving the

continuous transitions is still non-trivial, and

therefore, the further study is required.
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Figure 1: The system size and MCs depen-

dence of the peak value.
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3He atoms adsorbed on graphite form the

commensurate solid layer regarded as the

spin-1/2 quantum spin system on a trian-

gular lattice at a certain density of 3He.

There are not only an exchange of 3He atoms

between two neighbor atoms but also that

among three or more neighbor atoms. In re-

lation to the solid 3He, the multiple-spin ex-

change (MSE) model on the triangular lat-

tice has been extensively studied. Ground

states and thermodynamic properties of the

model have been investigated using various

methods [1,2,3]. In particular, the model has

attracted attention owing to the existence of

novel states such as the quantum spin liq-

uid and the spin-nematic state, and owing to

the effects of fluctuations on ordered phases

with chirality. Recently, a new quantum spin

liquid is experimentally observed in the solid
3He layer. This layer is a monolayer 3He ad-

sorbed on graphite preplated with atomic lay-

ers of deuterium hydride. At low density of
3He, it was suggested that there exists the

quantum spin liquid with novel dependences

of the heat capacity and the magnetic suscep-

tibility on temperature. The details of this

experimental work are not yet clear, however,

it is suggested that the solid 3He layer forms

a honeycomb lattice.

In this project, we research the classical

MSE model with the two-spin and six-body

ring exchange interactions on the honeycomb

lattice using numerical methods. The ground

state is investigated using the conjugate gra-

dient method. In this method, we need to

prepare many random spin states as the ini-

tial states because of avoidance of the trap

to a metastable state. When the external

magnetic field is zero, the ground state in

the region where the contribution of the six-

body exchange interaction is small becomes

an antiferromagnetic state. This is the same

ground state as the antiferromagnetic Heisen-

berg model on the honeycomb lattice. On the

other hand, in the region where the contri-

bution of the six-body exchange interaction

is large, the eight-sublattice structure with a

nearest-neighbor correlation function and a

finite sublattice scalar chirality is stabilized

as the ground state. When an external mag-

netic field is applied, the antiferromagnetic

state becomes the canted state at very small

fields, while the eight-sublattice structure can

be maintained up to a certain finite field.

When the applied magnetic field is increased,

the eight-sublattice structure changes to the

large sublattice structure, the four-sublattice

structure, and the canted state, sequentially.

In this project, we also research thermody-

namic properties of the classical MSE model

using the Monte Carlo simulation with the

exchange Monte Carlo method. We confirm

its usefulness in the classical MSE model on

the honeycomb lattice.
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Recent technological development enables us

to perform quantum simulation using artificial

quantum systems . Its use for solving quan-

tum many-body problems is one of hot top-

ics in condensed matter physics. The super-

conducting circuits are one of promising plat-

forms for such an attempt. However, back-

ground random charge in superconducting cir-

cuits hinders a “good” simulation. Our study

facilitates the opposite view. Namely, random-

ness in a circuit provides to simulate quantum

disordered systems [1].

In one-dimensional systems, localization oc-

curs no matter how the disorder is weak.

While disorder in the one-dimension system

with long-range interactions induces a tran-

sition into an insulating phase, its properties

is known little. In this study [2], we show

microwave transmission through a Josephson

junction array which represents one of the sim-

plest one-dimension disordered systems with

the Coulomb interaction.

A one-dimensional nature of the system al-

lows for the most comprehensive analytical and

numerical approaches. We find signatures of

the insulating modes in the microwave trans-

mission for a wide frequency range. At high

frequencies, the high accurate numerics reveals

that the localization property affects the mi-

crowave transmission, which has been missed

in the previous work [3], by the detailed com-

parison with the analytics (Fig. 1). At low

frequencies, by performing the parallel compu-

tation with respect to configurations to take a

Figure 1: The frequency dependence of the

transmission. The green line is the numerics

and the black dashed line is the analytics.

disorder average, we gather several non-trivial

pieces of information about statistics of the

transmission.

The versatility of the design of Josephson-

junction arrays motivates their further devel-

opment for quantum simulation.
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Molecular dynamics simulation of liquid BaTiO3
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The structure of oxides in a liquid state

at high temperature is being studied by the

containerless method using a floating fur-

nace. The field strength is expressed as F =

ZM/(rMO − rO)
2, where ZM, rMO, and rO are

the cation charge, the bond length of the cation

and oxygen, and the ionic radius of oxygen. In

SiO2, which has a large F , the coordination

number of oxygen around Si, whether solid or

liquid, is 4, but in ZrO2, Y2O3, etc., where F

is small, the coordination number of oxygen

around the cation drops significantly in the

case of liquids[1]. Ti has an F value in the

middle of them, but in the case of BaTi2O5, it

has been reported that nTiO drops significantly

from the crystalline case to the liquid case[2].

Furthermore, it has been reported that the

temperature dependence of rTiO and nTiO is

∂rTiO/∂T < 0 and ∂rTiO/∂T < 0. In the case

of BaTiO3, it was reported by X-ray scattering

and neutron scattering by 46Ti-rich and 48Ti-

rich samples that nTiO is reduced from 6 for

crystals to about 4.4 for liquids at 2073 K[4].

However, the temperature dependences of rTiO

and nTiO are not known. In addition, the va-

lidity of the partial radial distribution function

obtained by the empirical potential structure

refinement (EPSR) method using experimental

data has not been fully investigated. We cal-

culated the structure of liquid BaTiO3 by first-

principles molecular dynamics simulations.

The calculations were performed using

the plane wave pseudopotential method

(QUANTUM-ESPRESSO), ultrasoft pseu-

dopotential (GBRV), and GGA (PBE). The

density data from Paradis et al.[4] was ex-

trapolated to the high temperature side and

low temperature side. We calculated at 3500,

3000, 2500, 2000, 1500, 900 K using 135

atoms, using the (N,V, T ) ensemble and the

velocity scaling method.

The partial radial distribution functions of

the liquid BaTiO3 at 2000 K obtained by

this study[5] were compared with those by the

EPSR method at 2073 K[3]. The Ti-O re-

sults were in good agreement with each other,

but Ba-Ba and Ti-Ti results were inconsistent.

The reason for this is that the pair weighting

factor contained in S(Q) is small for both neu-

tron scattering and X-ray scattering, especially

for Ti-Ti, so there is a possibility that the in-

teratomic interaction cannot be obtained cor-

rectly by the EPSR method. However, rTiO

and nTiO were in good agreement with the ex-

periment. Liquid BaTiO3 had the same tem-

perature dependence of rTiO and nTiO as liquid

BaTi2O5.
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We have studied the finite-size effects of clas-

sical 2D systems, using Tensor Network Renor-

malization(TNR). Based on the finite-size scal-

ing theory of conformal field theory(CFT) [1],

we demonstrated that it is possible to re-

construct an effective quantum Hamiltonian

from the spectrum of the renormalized ten-

sors. Tracking the effective Hamiltonian at

each scale allows to numerically construct the

renormalization group (RG) flow. We per-

formed it for the classical Ising and XY model

as concrete examples, as shown in Figs. 1

and 2.

Figure 1: The numerically computed RG flow

of the Ising model. t and h denote the devi-

ations from the fixed point, corresponding to

the reduced temperature T − Tc and the mag-

netic field. The RG flows away from the fixed

point induced by the relevant perturbations t

and h are visualized.
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Figure 2: The numerically computed RG flow

of the XY model. yK and yV are the perturba-

tions corresponding to the spin-wave stiffness

and the vortex fugacity, respectively. Our nu-

merical construction gives a quantitative verifi-

cation of the celebrated Kosterlitz RG flow [2].

Throughout the study above, we also in-

vestigated the effect of the finite bond cutoff,

which had been often overlooked previously.

We showed that there emerges an effective cor-

relation length ξD = Dκ that is observed for

Matrix Product State(MPS) [3], by mapping

renormalized tensors to a reduced density ma-

trix. As the exponent κ becomes smaller when

the central charge c is large, the focus of our

study (c = 2) turns out to call for a massive

calculation. Thus, we are in attempt to imple-

ment a parallel computation of TNR with the

supercomputer. More details of our study will

be reported elsewhere [4].
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Magnetic field dependence of the thermal Hall effect

based on the augmented quasiclassical equations

Takafumi KITA

Department of Physics, Hokkaido University

Sapporo, 060-0810

Charging of vortices in the equilibrium su-

perconducting state was studied before calcu-

lating linear responses such as the thermal Hall

effect. The results are reported below.

Vortices in type-II superconductors have not

only a single magnetic flux quantum but also

accumulated charge. It is known that the

vortex-core charging is caused by three forces:

(i) the Lorentz force [1], (ii) pair-potential-

gradient (PPG) force [2], and (iii) the pres-

sure difference arising from the slope in the

density of states (SDOS) [3]. Recently, aug-

mented quasiclassical (AQC) equations with

these forces were derived by incorporating the

next-to-leading-order contributions in the ex-

pansion of the Gor’kov equations in terms of

the quasiclassical parameter δ ≡ 1/kFξ0 [4],

where kF is the Fermi wavenumber and ξ0 is

the coherence length. Numerous studies on

the charging in an isolated vortex were per-

formed [4], but the magnetic field dependence

of the vortex-charging has not been fully cal-

culated. To this end, we calculated the vortex-

core charging in two-dimensional s-wave super-

conductors with the Abrikosov vortex lattice

due to the Lorentz and PPG forces by using the

AQC equations. The SDOS pressure is now

absent for this case with the cylindrical Fermi

surface. The fixed parameters are the mag-

netic penetration depth as λ0=5ξ0, Thomas–

Fermi screening length as λTF = 0.03ξ0, and

quasiclassical parameter as δ=0.03.

Figure 1 plots the spatial variation of the

charge density due to the Lorentz and PPG

forces at temperature T = 0.2Tc and the av-

erage flux densities B̄=0.15Bc2, 0.42Bc2, and

0.88Bc2, respectively, where Tc is the transi-

tion temperature and Bc2 is the upper criti-

cal field. Figure 2 shows the spatial variation

of the charge density due to the PPG force at

temperatures T =0.2Tc and 0.5Tc, respectively.

The charge caused by the Lorentz force has a

strong field dependence with a peak and can

be enhanced substantially from the value of an

isolated vortex as shown in our previous work

[5]. Moreover, we show in this report that the

charge caused by the PPG force monotonically

decreases as the magnetic field increases.

These calculations require a fine mesh of

space and momenta when differentiating the

Green’s functions and self-energies numeri-

cally. Therefore, we performed parallel calcu-

lations using the ISSP supercomputer.
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(a) Lorentz, B̄ = 0.15Bc2 (b) Lorentz, B̄ = 0.42Bc2 (c) Lorentz, B̄ = 0.88Bc2

(f) PPG, B̄ = 0.88Bc2(e) PPG, B̄ = 0.42Bc2(d) PPG, B̄ = 0.15Bc2

Figure 1: Spatial dependence of the charge density ρ(r) due to the Lorentz force ((a), (b), and

(c)), and the PPG force ((d), (e), and (f)) at temperature T = 0.2Tc in units of ρ0 ≡ ∆0ϵ0d/|e|ξ20
on a square grid with x and y ranging from [−2ξ0,+2ξ0] for the average flux densities B̄ =

0.15Bc2, 0.42Bc2, and 0.88Bc2 from left to right, respectively. ∆0 is the energy gap at zero

temperature and zero fields, ϵ0 is the the vacuum permittivity, d is the thickness, and e < 0 is

the electron charge.
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Figure 2: Magnetic field dependence of the charge density at the vortex center ρ(0) due to the

Lorentz force (green circular points), the PPG force (blue square points), and the total force

(red triangular points), in units of ρ0 ≡ ∆0ϵ0d/|e|ξ20 as a function of the magnetic field, at

temperatures (a) T = 0.2Tc and (b) 0.5Tc from left to right.
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Calculation of ordered structures, dynamics and optical 
properties of soft materials 

 
Jun-ichi FUKUDA 
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We studied the structural properties of 

cholesteric blue phases, three dimensional 

ordered structures exhibited by a chiral liquid 

crystal. We particularly focused on how the 

cubic lattice of blue phases (BPI with O8 

symmetry and BPII with O2 symmetry) is 

oriented when in contact with confining 

surface(s) that impose unidirectional surface 

alignment of the liquid crystal (unidirectional 

surface anchoring). Our study was motivated 

by a recent experimental study [1] that 

demonstrated specific lattice orientation of blue 

phases in contact with such surfaces.  

Our study [2] was based on a continuum 

theory describing the orientational order of a 

liquid crystal by a second-rank tensor (Landau-

de Gennes theory). The free energy of the 

liquid crystal was given as a functional of the 

tensor order parameter, and the profile of 

orientational order was obtained by minimizing 

the free energy numerically. The discretization 

of the liquid crystal system by a regular grid 

allows an efficient use of OpenMP (Our system 

was not large enough to require the use of MPI). 

 We carried out systematic evaluation of the 

free energy with the variation of the direction 

of the alignment imposed by the surface. We 

considered two cases commonly observed 

experimentally: BPI with its (110) planes 

parallel to the surface(s) and BPII with its (100) 

planes parallel to the surface(s). In both cases, 

the blue phase lattice adopts one specific lattice 

orientation that minimizes the free energy. The 

surface anchoring strength of 10-5 Jm-2, easily 

achievable experimentally, was shown to be 

sufficient to lock the lattice orientation.  Our 

finding is consistent with some of the 

experimental observations, but unfortunately 

not all. Our study provides a starting point for 

the understanding of how the blue phase lattice 

is oriented in response to the surface anchoring, 

which is strongly desired for practical optical 

application of blue phases that requires the 

preparation of large-scale monodomain lattices.  
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Molecular simulation of colloidal particles 
 

Takamichi TERAO 
Department of Electrical, Electronic and Computer Engineering, 

Gifu University, Yanagido 1-1, Gifu, 501-1132 
 

Structural formation of colloidal particles 

have been studied both theoretically and 

experimentally for many years. In previous 

studies, spherical colloidal particles with 

isotropic interparticle interaction were 

investigated. Recently, there has been a great 

deal of research on colloidal systems with 

anisotropic interactions. A typical example is 

the so-called patchy particle system, in which 

anisotropic interparticle interaction exists.  

The aggregation phenomena of colloidal 

particles have been a long-standing interest [1]. 

In this study, we performed computer 

simulations of the aggregation phenomenon in 

patchy particles and clarified their structure 

formation. In Fig. 1, an example of the 

snapshot of patchy particles with four patches 

is shown. In particular, we have quantitatively 

clarified the sol-gel transition and the phase 

diagram of the system (Figure 2). In this figure, 

the abscissa and the ordinate denote the 

rescaled dimensionless temperature and the 

volume fraction of the system, respectively. In 

this figure, the red squares show that the patchy 

particles form a gel network with these sets 

volume fraction and temperatures. The cluster 

size distribution and the static structure factor 

in aggregates were also quantitatively clarified. 

From these studies, we have been able to 

clarify the behavior of patchy particle systems 

with respect to the formation of various 

structures. 

 
 
 
 
 
 
 

Fig. 1: Snapshot of patchy particles.   

 

 
Fig. 2: Phase diagram of patchy particles.   
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Coarsening mechanism in mass-conserved

reaction-diffusion systems

Michio Tateno and Shuji Ishihara

Graduate School of Arts and Sciences, The University of Tokyo

Universal Biology Institute, The University of Tokyo

Komaba 3-8-1, Meguro-ku, Tokyo 153-8902

Reaction-diffusion systems (RDs) are central

mathematical scheme that comprehensively

describe molecular assemblies driven by chem-

ical reactions, and have tremendously con-

tributed to our understanding of pattern for-

mation observed in nature, particularly those

in biological systems. Nearly 14 years ago, it

was reported that in RDs satisfying the mass

conservation law (MCRDs), patterns exhibit

coarsening and result in formation of single iso-

lated domain, unlike usual behavior of RDs [1].

MCRDs were originally introduced and have

been discussed as models for molecular local-

ization such as membrane-bounded GTPases

which are responsible for the formation of cell

polarity [1]. Recently the relevance of MCRDs

has been recognized in a broad range of bio-

logical phenomena such as oscillatory motion

in min-Protein and chemical turbulence (see,

e.g,[2]. Despite its uniquity and fundamen-

tal importance, the physical mechanism under-

lying coarsening behavior in MCRDs remains

elusive. This is partially because most of ear-

lier studies only investigated one-dimensional

systems. Considering the fact that morphol-

ogy of the patterns is strongly influenced by

spatial dimensions, an intensive study in high

dimension is highly desirable.

In this project, we realize a large-scale

MCRD simulation in both two and three di-

mensions using multiple GPUs, and success-

fully capture coarsening dynamics of MCRDs

in high dimension with statistical significance

Figure 1: A spatial pattern obtained from a

three-dimensional simulation. A contour sur-

face indicates the interface between bistable

states. The color is labeled according to

the value of chemical-potential-like quantity in

MCRDs. The numerical simulation was per-

formed in a cubic lattice of 10243.

for the first time (see Fig. 1). We have

an eye on similarity between coarsening dy-

namics in MCRDs and classical phase sepa-

ration systems, and apply analysis methods

established in thermodynamic phase transi-

tion (dynamic scaling law, nucleation-growth

process, etc.) to the simulation results.

We reveal that droplets forming in MCRDs

obey the Young-Laplace law and coarsen fol-

lowing the evaporation-condensation (Lifshitz-

Slyosov-Wagner) mechanism (see Fig. 2).

These outcomes indicate that in the presence

of conserved variable, a physical quantity sim-

ilar to surface tension is relevant to RDs,
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Figure 2: a Droplet-radius distribution ρ(R)

for various time t. b. Dynamic scaling of

ρ based on Lifshitz–Slyozov–Wagner theory.

The symbol shows the same simulation results

as in panel a. The red dashed lines represent

theoretical predictions for the scaled distribu-

tion N (R/Rc) [4], where Rc is critical radius.

which provides new insight into molecular self-

assembly driven by chemical reactions. The

result is now under review in an international

peer reviewed journal, and the preprint is up-

loaded in an online paper repository [3].
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Multicellular simulation by phase field method

Michio Tateno and Shuji Ishihara
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The central aim of this project is to es-

tablish a multicellular simulation method that

can capture multiscale dynamics, ranging from

intracellular chemical concentration, shape

changes of cells, to their collective motions in

a tissue scale. To realize this, we adopted the

phase field (PF) model, which can express cells

with arbitrary shape. In this method, an aux-

iliary field (phase field) which obeys a bistable

energy functional is introduced to distinguish

the inside and outside of a cell. This proce-

dure allows us to describe the time evolution

of cell shape via interfacial dynamics without

suffering from moving boundary problems.

One of the authors (SI) and coworkers com-

bined PF model with a reaction-diffusion sys-

tem, in which a bistable and excitable chemi-

cal network is incorporated to model cell mi-

gration driven by F-actin. They demonstrated

that this model can precisely reproduce com-

plex motion of amoebic cells (Dictyostelium at

early starvation stage) as well as intracellular

chemical waves related to actin polymerization

[1]. In this term, we have made an attempt to

extend this PF model to multicellular systems.

In PF model for a single cell, a square mov-

ing frame with lattice size L2 is provided to

compute the phase field. Here L should be

sufficiently larger than the cell size (typically L

being hundreds of order) to capture the com-

plex morphology of a cell and avoid the cell

from overhanging the frame. When increase

the cells, of course, the computational cost is

not simply scaled by the number of cells N ;

one need to deal with overlap regions among

Figure 1: a. Adaptive moving frame (gray ar-

eas) is used in our PF model. This largely re-

duces the computational cost for intercellular

interactions (the region surrounded by a dot-

ted line). The white and blue regions represent

the distributions of PIP3 and PTEN, respec-

tively. b. A snapshot of multicelluar simula-

tion with 100 cells.

the frames for different cells, to compute inter-

celluar interactions such as steric effect or cell

adhesion, which is a computation bottleneck.

The resulting computational cost was roughly

the order of 10×NL2.

To overcome this problem, we improve the

computational efficiency by updating the mov-

ing frames to adapt to the shape of cells. Fig-

ure 1a show the computational regions for two

cells (gray rectangle areas). The area sur-

rounded by a dotted line represent the region

required to compute the intercelluar interac-

tion between the cells. Using this algorithm

and GPU, we have speeded up the computa-

tion by four times and realized simulation with

order of 100 cells as shown in Fig. 1b. In the

further, we plan to apply our program to spe-

cific problems such fluidity transition or cell
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sorting of a epithelial tissue.
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quantum systems
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We have studied two different types of non-

equilibrium quantum systems: bulk-dissipated

systems and boundary-dissipated systems.

1 Bulk-dissipated systems

In the bulk-dissipated systems, the dissipative

environments are uniformly coupled to the sys-

tem of interest. We consider that the system-

envrionment coupling is weak and the environ-

ment is nonequilibrium (i.e., the detailed bal-

ance condition is broken). The reference [1]

has argued that the Gibbs state at an effec-

tive temperature gives a good description of

the nonequilibrium steady state provided that

the system Hamiltonian obeys the eigenstate

thermalization hypothesis and the perturba-

tion theory in the weak system-environment

coupling is valid in the thermodynamic limit.

The numerics are based on the exact diagonal-

ization method, which restricts the system size

studied. We have developed a tensor-network

approach that directly studies not only the

steady states but also the relaxation dynam-

ics in the thermodynamic limit [2]. The study

reveals that when an initial state is given by a

thermal Gibbs state, the states during the re-

laxation dynamics are well described by Gibbs

states with a time-dependent effective temper-

ature.

2 Boundary-dissipated sys-

tems

We discussed the relaxation time of the

boundary-dissipated systems, where the envi-

ronments with different thermodynamic po-

tentials (e.g., temperature and chemical po-

tential) are coupled to the edges of the non-

integrable systems. The presence of the dif-

fusive transport indicates that the relaxation

time τ is proportional to the square of the

system size L (i.e., τ ∼ L2). The relax-

ation time is naively related to the gap of the

time-evolution operator called the Liouvillion,

but the previous studies have shown that the

gap closing is slower than L−2 [3]. We have

solved this discrepancy by numerically showing

that the relaxation time is not determined by

the lower-lying eigenvalues of the Liouvillion

but by superexponentially large expansion co-

efficients for Liouvillion eigenvector with non-

small eigenvalues at an initial state [4].
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Quantum annealing in transverse-field Ising chains

with a correlated disorder
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We have studied disordered Ising chains un-

der transverse fields to examine the effects of

a correlated disorder on quantum phase tran-

sitions. The Hamiltonian is given by

H = −
N−1∑
i=1

Jiσ
z
i σ

z
i+1 −

N∑
i=1

Γiσ
x
i , (1)

where σ⃗i = (σx
i , σ

y
i , σ

z
i ) are Pauli spin matri-

ces, and Ji and Γi denote nearest-neighbor cou-

pling strength and transverse-field strength,

respectively. Ji is chosen from two different

types of distribution: weak disorder and strong

disorder. The distribution in the weak disor-

der case is uniform over (J (0), 1] and gapped

(i.e., J (0) > 0), and thus given as

πw(Ji) =

{
(1− J (0))−1 for J (0) < Ji ≤ 1,

0 otherwise.

(2)

On the other hand, the distribution in the

strong disorder case is a gapless power-law dis-

tribution over (0, 1] given as

πs(Ji) =


1

D
J
−1+ 1

D
i for 0 < Ji ≤ 1,

0 otherwise,
(3)

where D > 0 denotes the disorder strength.

In the correlated disorder case, the transverse-

fields are given by

ln
Γ1

Γ
= (1− s) ln J1,

ln
Γi

Γ
= s ln Ji−1 + (1− s) ln Ji

for 2 ≤ i ≤ N − 1,

ln
ΓN

Γ
= s ln JN−1,

(4)

where s ∈ [0, 1] is a parameter for tuning the

transverse fields.

In. [1], we analytically show that the dynam-

ical critical exponents z in the system with the

correlated disorder are finite: z = 1 in the

weak disorder case and max(D(1/2+|s−1/2|+
1/2), 1) ≤ z ≤ D + 1 in the strong-disorder

case. We numerically estimate z in the strong

disorder case. The numerics is based on the

Jordan–Wigner transformation and an exact

diagonalization method [2]. The finite z is in

contrast to infinite z obtained in the uncorre-

lated disordered Ising chains (i.e., no correla-

tion between the transverse fields and nearest-

neighbor couplings) [2, 3]. The suppression of

z is useful to enhance the performance of adi-

abatic quantum computations including quan-

tum annealing with an argument based on the

Kibble–Zurek mechanism.
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Study of superstructure induced novel phenomena: stacking 
of atomically thin materials  

 
Toshikaze KARIYADO 
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National Institute for Materials Science, Namiki, Tsukuba, Ibaraki 305-0044 

 
The purpose of this study is to propose a 

new design for van der Waals heterostructures 

of atomically thin materials to realize novel 

phases or phenomena. Particularly, we focus on 

twisted bilayers, where two layers are stacked 

with angle mismatch. When the relative angle 

is small, the system shows a long-range 

structure called moiré pattern that can induce 

novel physics. With the small relative angle, a 

twisted bilayer system locally resembles to a 

bilayer system without twist, but globally, the 

relative in-plane shift between two layers 

depends on position due to the twist. Then, it is 

a powerful scheme to analyze crystalline and 

electronic structures for untwisted bilayers and 

scan over the possible relative in-plane shift. 

In this project, we have applied the above 

procedure on several candidate materials, 

including graphene relatives and group-IV 

monocalcogenide monolayers. For the analysis 

of crystalline and electronic structures, we have 

used the first-principles density functional 

theory method implemented in Quantum 

Espresso package. One of the key quantities in 

crystalline structure analysis is relative in-plane 

shift dependence of layer-layer distance, which 

is derived by computing the binding energy as a 

function of layer-layer distance with rev-vdW-

DF2 type functional to take account of the van 

der Waal force. Once the layer-layer distance is 

fixed, the electronic structure is computed 

using PBE-GGA type functional. 

Overall, we have to scan over the possible 

relative in-plane shift, and therefore, it is 

important to make a calculation for each 

parameter as light as possible. In that 

perspective, MPI parallelization implemented 

in Quantum Espresso package helps us a lot if 

it is used on a massively parallel computational 

system. 

In addition to the above project, we have 

analyzed diamagnetic responses in an 

antiperovskite type Dirac electron system [1]. 

The numerically obtained susceptibility 

compares well with the experimental result. 
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Figure 1: Structure of the diamond chain in-

vestigated in this work.

We investigate the ground-state phases of

mixed diamond chains described by the follow-

ing Hamiltonian [1]:

H =

L∑
l=1

[
Sl(τ

(1)
l + τ

(2)
l )

+ (τ
(1)
l + τ

(2)
l )Sl+1 + λτ

(1)
l τ

(2)
l

]
, (1)

where Sl, τ
(1)
l and τ

(2)
l are spin operators with

magnitudes Sl = τ
(1)
l = 1/2 and τ

(2)
l = 1. The

number of the unit cells is denoted by L. Here,

the parameter λ controls the frustration as de-

picted in Fig. 1. Defining the composite spin

operators T l as T l ≡ τ
(1)
l + τ

(2)
l , it is evi-

dent that ∀l [T 2
l ,H] = 0. Thus, we have L

good quantum numbers T 2
l ≡ (Tl+1)Tl where

Tl = 1/2 and 3/2. The total Hilbert space

of the Hamiltonian (1) consists of separated

subspaces, each of which is specified by a def-

inite set of {Tl}. For large λ, ∀l Tl = 1/2.

Hence, the ground state is equivalent to that

of the uniform spin 1/2 chain, namely a gap-

less spin liquid. For λ ≤ 0, ∀l Tl = 3/2.

Hence, the ground state is a Lieb-Mattis ferri-

magnetic phase with spontaneous magnetiza-

0.6 0.7 0.8
0

0.5

1

λ

msp

p≤38

λ c(∞)−~0.807

p=2

p=1

p=3
p=4

Figure 2: λ-dependence of msp calculated by

the infinite size DMRG method.

tion msp = 1 per unit cell. For intermediate

λ, we find a series of ferrimagnetic phases with

msp = 1/p where p takes positive integer val-

ues as shown in Fig. 2 based on the infinite-

size DMRG calculations for various configura-

tions of {Tl}. The calculations for many dif-

ferent {Tl} are independent from each other.

Hence, they are suitable for the massively par-

allel system of the ISSP supercomputer cen-

ter. The phases with p ≥ 2 are accompanied

by the spontaneous breakdown of the p-fold

translational symmetry. It is suggested that

the phase with arbitrarily large p, namely in-

finitesimal spontaneous magnetization, is al-

lowed as λ approaches the transition point to

the gapless spin liquid phase.
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Development of observation-noise estimation method

by machine learning

Ryo TAMURA
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To know the Hamiltonian of target materi-

als, a data-driven approach is useful, in which

model parameters of Hamiltonian are deter-

mined so as to fit the experimentally measured

data[1, 2, 3, 4]. In a data-driven approach, the

posterior distribution is defined, and the ap-

propriate parameters are searched by a max-

imum a posteriori (MAP) estimation. Thus,

the Hamiltonian, which can well explain the

experimental results, is obtained by the frame-

work of MAP estimation. However, by MAP

estimation, observation noise cannot be eval-

uated. The Hamiltonian estimation method

based on Bayesian inference is formulated un-

der the assumption of finite observation noise.

Then, there must be errors in the estimated

parameters. Therefore, we proposed a method

to evaluate the error of the parameters by es-

timating the observation noise[5]．
In our framework, the noise amplitude σ is

considered to be a hyperparameter, and a plau-

sible value is determined by minimizing the

Bayes free energy F (σ), defined as

F (σ) = − logZ(σ), (1)

where Z(σ) is the normalization of the poste-

rior distribution given by

Z(σ) =

(
1

2πσ2

)L
2
∫
Ωx

dx exp [−E(x, σ)] . (2)

Here, Ωx is the support of the posterior dis-

tribution determined by the prior distribution.

In addition, x is the model parameters in the

Hamiltonian and E(x, σ) is the energy func-

tion to be minimized in our model estimation.

To evaluate F (σ) , it is convenient to extend

the normalization factor with a “finite temper-

ature”, which is defined as

Zβ(σ) =

(
1

2πσ2

)L
2
∫
Ωx

dx exp [−βE(x, σ)] , (3)

where β is the inverse temperature. By using

Zβ(σ), the Bayesian free-energy is defined as

F (σ) = −
∫ 1

0
dβ

(
d

dβ
logZβ(σ)

)
− logZ0(σ)

=

∫ 1

0
dβ⟨E(x, σ)⟩β +

L

2
log

(
2πσ2

)
− log

∫
Ωx

dx, (4)

where the ensemble average ⟨E(x, σ)⟩β can be

obtained by the MCMC method. Here, the

third term on the right-hand side does not de-

pend on σ and can be omitted. The noise am-

plitude of the experimental data σ∗ is evalu-

ated as the value where F (σ) is minimized.

This noise estimation method is applied for

the effective model estimation of KCu4P3O12.

As a result, we obtained the noise amplitude,

and the magnetic interactions with error bars

can be estimated as J1 = −8.54 ± 0.51 meV,

J2 = −2.67 ± 1.13 meV, J3 = −3.90 ±
0.15 meV, and J4 = 6.24± 0.95 meV, by using

our noise estimation method.

This work is the collaboration work with

Koji Hukushima, Akira Matsuo, Koichi Kindo,

and Masashi Hase.
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Systematic Investigation on Phonon Transport at

Nanoscale Interfaces

Susumu FUJII

Nanostructures Research Laboratory, Japan Fine Ceramics Center

Mutsuno, Atsuta, Nagoya 456-8587

Grain boundaries and hetero interfaces are

known to suppress lattice thermal conductiv-

ity of a material dramatically, because of their

disordered structures different from the corre-

sponding crystal structure(s). Recently, there

is an increasing demand for revealing the mech-

anisms of interfacial thermal conduction at the

nanoscale, as electronic devices have become

miniaturized and nanostructuring techniques

have been extensively developed. However,

there is a few studies that investigate the im-

pact of interface atomic structures or interfa-

cial scattering mechanisms of phonons that are

defined in the reciprocal space, making it diffi-

cult to obtain a guideline for controlling ther-

mal conductivity on the basis of interfaces.

In the present study, we have mainly in-

vestigated the interfacial thermal conduction

across silicon grain boundaries (Fig. 1). We

chose silicon as a model material because it has

many technologically important applications

such as electronic devices and thermoelectrics.

We performed two types of molecular dynam-

ics simulations: (1) perturbed molecular dy-

namics and (2) phonon wave packet. The for-

mer adds a small magnitude of perturbation to

atoms and calculate thermal conductivity from

the average of heat flux of the system. The

latter introduces an phonon wave packet gen-

erated from a single phonon mode from phonon

dispersions and simulate its scattering process

at the interface. The necessary codes were

developed by the author and implemented to

the Large-scale Atomic/Molecular Massively

Parallel Simulator (LAMMPS) [1]. In addi-

tion, we used a machine learning potential

for Si distributed in MACHINE LEARNING

POTENTIAL REPOSITORY [2], which are

much less computationally demanding com-

pared with density functional theory calcula-

tions but more demanding than the empirical

interatomic potentials such as Stillinger-Weber

and Tersoff potentials.

Figure 1: An example of silicon grain bound-

ary structure derived from the machine learn-

ing potential.

The perturbed molecular dynamics simu-

lations require a large number of timesteps

more than one million and large computational

cells with a few thousands of atoms. On the

other hand, phonon wave packet simulations

require a smaller number of timesteps less than

100000 but the computational cells must be

very long for the direction perpendicular to the

grain boundary plane and thus contain tens

of thousands of atoms. The former were per-

Activity Report 2020 / Supercomputer Center, Institute for Solid State Physics, The University of Tokyo

303



formed with five different magnitudes of per-

turbations, and the latter were performed for

40 - 60 different phonon modes for each grain

boundary. Each of these calculations was per-

formed in a single node.

The results perturbed molecular dynam-

ics simulations show that thermal conductiv-

ity of Si grain boundaries significantly cor-

relates with their microscopic atomic struc-

tures rather than their energies. On the other

hand, our phonon wave packet simulations re-

veal that the phonon transmission (or reflac-

tion) at the grain boundaries does not depends

on the grain boundary structures much, es-

pecially for the acoustic phonons that trans-

fer most of heat. This contradicting trends

obtained from two kind of molecular dynam-

ics simulations suggest that anharmonic effect

of atomic vibrations at the grain boundaries,

which is naturally included in the perturbed

molecular dynamics while is intentionally ne-

glected in the phonon wave packet simulations,

is one of the dominant factors for determinig

interfacial thermal conduction.

In additon, comparisons of grain bound-

ary structures, phonon properties and ther-

mal conductivity between the machine learn-

ing potential and a classical interatomic poten-

tial (Tersoff potential) demonstrate the high

predictive power of the machine learning po-

tential. By combining machine learning poten-

tials with supercomputers and advanced com-

putational programs, it is becoming possible to

quantitatively analyze interfacial thermal con-

duction.
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Developing numerical tool for open quantum dynamics based 
on neural networks 
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In this project, we have planned to use neural 

networks to study the property of open quantum 

many-body systems which are subject to 

dissipations that give rise to competition similar 

to “frustration” in closed quantum many-body 

systems. While the proposed project is currently 

on-going, we have achieved some other works 

regarding scalable simulations using neural 

networks. In the following, we report the results 

in such two works [1, 2]. 

In the first work, we have successfully 

demonstrated a novel simulation algorithm that 

perform first-principles calculation of solid-state 

systems. Namely, we have shown that the 

expressive power of neural networks are 

sufficiently high so that the essential properties 

of solids, the ground state and the quasiparticle 

band spectra, can be simulated both efficiently 

and accurately. The ground states are computed 

by the standard variational Monte Carlo manner, 

such that the imaginary-time evolution is 

realized approximately. This enables us to 

simulate the potential curve of various real 

solids including polymers, non-organic crystals, 

or strongly correlated systems. In particular, we 

have shown that, the thermodynamic limit of  the 

strongly correlated hydrogen chain can be 

computed within chemical accuracy. 

    In the second work, we have developed two 

algorithms that simulates the thermal 

equilibrium of an isolated quantum many-body 

system using deep neural networks. In one 

method, we exploit the quantum-to-classical 

correspondence to construct the exact 

representation of Gibbs state using the deep 

Boltzmann machine (DBM). This demonstrates 

the expressibility of the DBM. In the other 

method, we approximate the imaginary-time 

evolution to generate finite-temperature density 

matrix starting from the infinite-temperature 

Gibbs state. We have numerically demonstrated 

that the second approach opens a door to 

scalable simulation even in frustrated systems 

where the thermal property is still under debate. 
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Quantum Monte Carlo study of the
antiferromagnetic Ising model on a square lattice
with longitudinal and transverse magnetic fields

Ryui KANEKO
Department of Physics, Kindai University

Higashi-Osaka, Osaka 577-8502, Japan

Analog quantum simulations have attracted
much interest recently. Ground-state proper-
ties and nonequilibrium dynamics of quantum
spin, SU(N) Heisenberg, and SU(N) Hubbard
systems have been extensively studied. It is
important to verify how far the simulation of
the experiment is correct by comparing numer-
ical simulations on classical computers. It is an
interesting challenge to investigate the proper-
ties of complex models in static systems and
those in nonequilibrium systems using numeri-
cal methods such as tensor network algorithms.
On the other hand, it is also indispensable to
study static properties in simple systems be-
cause it is much easier to compare the experi-
ments and numerical simulations.

The Rydberg-atom systems are suitable for
realizing the fundamental spin models. The
quantum Ising models are frequently experi-
mented with. The Hamiltonian is given as

H =
∑
i,j

JijS
z
i S

z
j − h

∑
i

Sz
i − Γ

∑
i

Sx
i . (1)

The longitudinal (transverse) field h (Γ) can
be controlled by the frequency detuning (the
Rabi frequency) of the laser [1]. The Ising in-
teraction is given as van der Waals interaction,
whose long-range part is often ignored for sim-
plicity [2].

Although the ground-state phase diagram of
the quantum Ising models on complex lattices
have been extensively investigated, the simple
model on a square lattice has yet to be ex-

plored. The ground-state phase diagram was
obtained only for few dozen sites using the ex-
act diagonalization method [3]. We investigate
the ground-state phase diagram of the model
on the square lattice using the quantum Monte
Carlo method with the DSQSS library [4]. We
typically choose 105 Monte Carlo steps for cal-
culation of physical quantities and for ther-
malization. We use the system sizes Ns = L2

with L ≤ 32 and consider the periodic-periodic
boundary condition.

To determine the phase boundary, we calcu-
late the staggered susceptibility defined as

χzz
stag =

〈M̂ z(Q)2〉
βLd

, Q = (π, π), (2)

and M̂ z(q) =

∫ β

0
dτ

∑
j

Ŝz
j (τ)e

−iq·rj , (3)

where rj is the real space coordinate at site j,
d(= 2) is the spatial dimension, and β is the
inverse temperature.

We perform the finite-size scaling analysis
to determine the phase boundary between the
antiferromagnetic and disordered phases. The
scaling form of χzz

stag is given as

χzz
stag ∼ L2−ηF(δL1/ν), (4)

where F is a scaling function, η is the anoma-
lous dimension, and ν is the correlation length
exponent. The difference between the field and
the critical point is given as δ. Since the dy-
namical exponent would satisfy z = 1 for the
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Figure 1: Phase diagram of the antiferromag-
netic Ising model on a square lattice with lon-
gitudinal and transverse magnetic fields.

Ising universality class, we choose the inverse
temperature β to be proportional to L during
the simulation.

Figure 1 shows the ground-state phase di-
agram of the mixed-field Ising model on the
square lattice. When the transverse field Γ ∼
0, the transition longitudinal field hc is nearly
intact as a function of Γ. On the other hand,
when h ∼ 0, hc drops nearly vertically as a
function of Γ. The latter behavior is consis-

tent with the phase boundary obtained by the
mean-field approximation [5].

By scrutinizing the phase diagram near Γ ∼
0, we have also uncovered the narrow re-
gion where the disordered phase exhibits reen-
trance. Our phase diagram [6] would be useful
for examining the accuracy of the analog quan-
tum simulation in the Rydberg-atom systems.
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Theoretical study for caged compound and its

conjugate acid/bases

Miyabi HIYAMA

Graduate School of Science and Technology, Gunma University,

Tenjin-cho, Kiryu, Gunma 376-8515

Caged luciferins, which can generate lu-

ciferin by UV photolytic reaction, would be

useful to understand the firefly biolumines-

cence. We synthesized the new caged lu-

ciferin named coumarin caged luciferin and ob-

tained its absorption spectra [1]. When we use

this caged-luciferin for spectroscopic studies,

we need the detail of electronic states of this

molecule in aqueous solutions.

The optimization structure of ground state

for coumarin caged-luciferin anion expected

to be main component in the pH 8 aque-

ous solutions was obtained from the density

functional theory. The time dependent DFT

(TDDFT) calculations were carried out to es-

timate the theoretical absorption spectra for

this structure. These theoretical spectra were

used to assign the experimental spectra mea-

sured at pH 8 [2]. However, these theoretical

results cannot explain the difference between

the shape of absorption spectra of coumarin

caged luciferin at pH 3 and those at pH 8. We

expect that the main chemical species in the

acidic experimental condition would be neutral

coumarin caged luciferin molecule of which to-

tal charge is 0.

In this year, we performed the DFT calcula-

tions for the neutral coumarin caged luciferin

molecule. The excitation energies and the os-

cillator strengths at the ground state were ob-

tained using TDDFT calculations for the op-

timization structure of the neutral coumarin

caged luciferin molecule. The polarized con-

tinuum model was used for the description

of water solute molecules. We found that

the absorption energy for neutral coumarin

caged luciferin is larger than that for coumarin

caged luciferin anion. It was also found that

the shape of absorption spectra for neutral

coumarin caged luciferin has a large main

peak, while that for coumarin caged luciferin

anion has a double peak.

All calculations were performed using the

GAUSSIAN09 program [3] on system B and

C of Super Computer Center in ISSP.
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Exact diagonalization calculations of density of states

and dynamical structure factor for the

spherical-kagome spin-system {W72V30}

Yoshiyuki Fukumoto

Department of Physics, Faculty of Science and Technology, Tokyo University of Science

2641 Yamazaki, Noda, Chiba 278-8510

For the spherical-kagome cluster with thirty

spin-1/2s, as well as for the 2D kagome lattice,

many low-energy singlet excitations have been

expected to exist in the energy region below

spin gap [1], which has been actually confirmed

by Kihara et al. in their specific heat mea-

surements at low temperature in {W72V30} [2].
However, the experimental curve of the spe-

cific heat can not be reproduced by the the-

oretical curve in the Heisenberg model H =

J
∑

⟨i,j⟩ Si · Sj , where ⟨i, j⟩ denote nearest

neighbors and the exchange parameter was es-

timated as J = 115K [1]. The experimental

curve does not have the peak around 2K, al-

though the theoretical one has the 2K peak

[1,2].

In last year, incorporating Dzyaloshinskii-

Moriya (DM) interactions and bond random-

ness into our model Hamiltonian, both of

which were originally proposed to explain the

luck of the step-wise behaviour in the low-

temperature magnetization curve of {W72V30}
[3,4], we used the method of thermal pure

quantum (TPQ) state [5] to calculate the spe-

cific heat. Then, we found that 10% of ran-

domness collapse the 2K peak.

In this year, we calculate density of states,

entropy, and specific heat at low temperatures

by using the Lanczos method [6]. In particular,

we aim to understand low-temperature specific

heat qualitatively via observation of the den-

sity of states. We find that DM interactions do

not significantly affect the energy distribution

of a dozen or so singlet states above the ground

state, which are involved in the peak structure

of the specific heat around 2K. On the other

hand, we find that 10% randomness disperses

this distribution to collapse the 2K peak, which

is consistent with the above-mentioned TPQ

result.

In conclusion, we have clarified the simi-

larities and differences between the effects of

the DM interaction and bond randomness: the

DM interaction breaks the conservation of the

total spin and cause magnetic components to

mix dense singlet states at low energies, while

the bond randomness disperses the energy dis-

tribution of singlets and triplets without break-

ing the conservation of the total spin, which

leads to similar effects on the magnetization

process but does to different effects on the spe-

cific heat.
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Building Algorithms for Ising Machines

Shu TANAKA

Department of Applied Physics and Physico-Informatics, Keio University

Hiyoshi, Yokohama, Kanagawa, 223-8522

We have constructed an algorithm for the

Ising machines. Ising machines are expected to

be highly efficient solution machines for com-

binatorial optimization problems, but a sig-

nificant challenge is to develop an algorithm

that can exploit its potential and expand its

range of applications. With this background,

we have studied the following three topics.

(I) Minor-embedding algorithm for

simulated-annealing-based Ising ma-

chines

To input the Ising model, which represents

the objective function and constraints, into the

actual Ising machine to solve the combinatorial

optimization problem using the Ising machine,

an operation called embedding is required.

The accuracy of the solution depends on the

value of the hyperparameters in embedding al-

gorithms. Therefore, appropriate hyperparam-

eter tuning is necessary to obtain a highly ac-

curate solution using the Ising machine. We

have proposed an appropriate method for ad-

justing this hyperparameter based on the view-

point of statistical mechanics. We also verified

the properties of the proposed method by sim-

ulation. The results suggest that the proposed

method is superior to the commonly used hy-

perparameter adjustment method for embed-

ding algorithms [1]. The work was done in

collaboration with Tatsuhiko Shirai (Waseda

Univ.) and Nozomu Togawa (Waseda Univ.).

(II) Quantum annealing with correlated

disorder transverse fields

When solving a combinatorial optimization

problem in conventional quantum annealing, a

uniform transverse magnetic fields are applied

to all spins, and the transverse fields are grad-

ually weakened on the same schedule. It was

recently reported that the solution accuracy is

improved by introducing inhomogeneity in the

transverse fields. We have succeeded in ob-

taining rigorous inequalities for the upper and

lower bounds of the dynamical critical expo-

nents for the disordered one-dimensional trans-

verse field Ising model, which can be analyzed

rigorously through the free-fermion represen-

tation [2]. In addition, the dynamic critical

exponents are confirmed by numerical calcu-

lations to see the finite size effect. The work

was done in collaboration with Tatsuhiko Shi-

rai (Waseda Univ.).

(III) Development of black-box opti-

mization using Ising machines

We have previously proposed a method for

black-box optimization using Ising machines

and demonstrated it for automated metama-

terial design [3]. We are currently working on

expanding the scope of this method and are

preparing a paper on it. The work was done in

collaboration with Ryo Tamura (NIMS/Univ.

of Tokyo).
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Diversity in memory effects of flow in paste 
 

Akio NAKAHARA 

College of Science and Technology, Nihon University 

 7-24-1 Narashino-dai, Funabashi, Chiba 274-8501 

 

A dense packed colloidal suspension, called 

a paste, remembers the direction of its motion, 

and its memory is visualized as a morphology of 

desiccation crack patterns. When a paste 

remembers the direction of its vibrational 

motion, desiccation cracks propagate in the 

direction perpendicular to the direction of the 

vibration, while, when a paste remembers its 

flow motion, cracks propagate along the flow 

direction, as are shown in Fig. 1 [1].  

Here, CaCO3 paste remembers the direction 

of vibrational motion but cannot remember flow 

direction. Note that CaCO3 particles are charged 

in water. Numerical simulations of shear motion 

of colloidal suspension using LAMMPS show 

that, for the emergence of memory of flow, the 

attractive interaction should be dominant in 

short range interaction between colloidal 

particles.  In numerical simulations, colloidal 

particles attract each other via Lennard-Jones 

potential and receives Stokes’s drag force from 

surrounding fluid. Elongated clusters are formed 

along flow direction, but when attractive 

interaction is eliminated in the model, colloidal 

particles could not form any elongated clusters 

along flow direction and that is why CaCO3 

paste cannot remember flow direction. 

When NaCl is added to CaCO3 paste, the 

paste gets the ability of remembering flow 

direction due to the screening effect by Cl- ions. 

Recently it is experimentally found that by 

adding filtered starch solution into CaCO3 paste, 

the paste also gets the ability of remembering 

flow direction. However, if we add more filtered 

starch solution into the paste, the paste loses the 

ability of remembering flow direction. To 

explain this phenomenon, the adsorption of 

starch polymer onto colloidal particles should be 

included into the model, and numerical 

simulations based on the model are in 

preparation. 

 

Fig. 1: Desiccation crack patterns induced by 

memory effect of vibration in (a) and flow in (b). 
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Magnetic structures under the non-equilibrium state

of the magnetic thin films with the dipolar

interaction

Hisato KOMATSU, Yoshihiko NONOMURA, and Masamichi NISHINO

National Institute for Materials Science, Namiki, Tsukujba, Ibaraki 305-0044

Magnetic structure of spin systems is an im-

portant subject of solid-state physics and sta-

tistical mechanics, which affects the various

behaviors of systems. In particular, magnetic

friction, the frictional force caused by the mag-

netic interaction between spins, is an example

of non-equilibrium phenomena that the mag-

netic structure have an important role[1, 2].

We already introduced the model of mag-

netic friction which shows the crossover or

transition from the Dieterich-Ruina law to the

Stokes law in our previous study [3]. Spins

of this model interact with each other by the

short-range interaction, and we have not con-

sidered whether the behavior of the friction

changes in the case of the long-range interac-

tion system. However, consideration on gen-

eral long-range interaction systems, including

the dipolar interaction system, is difficult, be-

cause they make complicated magnetic struc-

tures depending on the condition[4] and need

O(N2) computational complexity. Hence, we

should first consider a relatively simple exam-

ple of the long-range interaction system.

In this study, we introduce a model where

the spins interact with each other by the

infinite-range interaction. This model resem-

bles that of our previous study, except for the

interaction range. The reason why we choose

the infinite-range interaction systems is the

points that the computational complexity of

the numerical simulation is O(N), and the be-

havior at the thermodynamic limit can be in-

vestigated by mean field analysis.

According to the numerical and theoreti-

cal study, this model always obeys the Stokes

law when the temperature is higher than the

critical value, Tc, whereas the short-range

model shows a crossover or transition from the

Dieterich-Ruina law to the Stokes law even

when the temperature is higher than the equi-

librium transition temperature. This is be-

cause the frictional force of the present model

depends directly on the long-range order and

disappears when the order becomes zero. It is

the large difference between two models. In the

case that the temperature is lower than Tc, the

model shows a crossover or transition similar

to that of the short-range model when N < ∞,

whereas it shows hysteresis dependence when

N → ∞. This seemingly contradictory behav-

ior is caused by the divergence of the relaxation

time in the large-N limit.

Result of this study is published as Ref. [5].

Systems with realistic long-range interaction

such as the dipolar interaction should be stud-

ied in future works.

The numerical calculations of this study

were mainly performed on the Numerical Ma-

terials Simulator at National Institute for Ma-

terials Science. We applied for the usage of the

ISSP Supercomputer in preparation for trans-

fer of affiliation. However, we have ended with-

out any transfer, and have not used the ISSP

Supercmputer.
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Establishment of new analysis method

for extend X-ray absorption fine structure

with sparse modeling

Hiroyuki KUMAZOE

Institute of Industrial Nanomaterials, Kumamoto University

Kurokami, Chuo-ku, Kumamoto, 860-8555

Measurement of extended X-ray absorption

fine structure (EXAFS) is one of the primary

methods to obtain local structure information

around a specific element with atomic scale.

We are building a new method for the analysis

of EXAFS by the sparse modeling [1]. This

year, we focused on using new basis function

based on the multiple scattering theory.

To perform the sparse modeling on the EX-

AFS signals, we employed a new model of the

EXAFS formalism based on the multiple scat-

tering theory [3]. we consider two-body terms

which are the main contribution of the EX-

AFS:

χ(k) =

∫ ∞

0
γ2(r, k)n(r) dr, (1)

where, χ(k) is the EXAFS signal as a func-

tion of the photoelectron wavenumber; n(r) is

the coordination number of the distance r and

γ2(r, k) contains the two-body scattering term

corresponding to the same geometrical config-

uration. We use a complex Hedin–Lundqvist

potential for inelastic loss effects in the frame-

work of the multiple scattering theory. To ob-

tain the local structure information, we solve

Eq. (1) with L1 regularization.

ŵ = arg min
w

[
1

2
‖y −Xw‖22 + λ‖w‖1

]
, (2)

where the regression coefficient is w. The re-

sponse vector, y comes from the target data

and the predictor matrix, X incorporates other

terms in Eq. (1). In this method, some ele-

ments of the coefficient, w is are suppressed to

exactly zero with the moderate value of λ.

Let us consider the sparse regression

problem for the LASSO estimations within

Bayesian inference to choose the regression pa-

rameter, λ. In Bayesian inference, this linear

regression problem is optimized by maximizing

the posterior probability. Here, we introduce

the Bayesian free energy [2] as an information

criterion to optimize a regularization parame-

ter and to extract the physical model appro-

priately. As a result, we estimated the radial

distribution function with fewer bases than in

previous studies [1].

This work was supported by JST CREST

Grant Number JPMJCR 1861, Japan.
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Nonequilibrium phase transition and slow dynamics

in the dense hard sphere systems

Masaharu ISOBE

Nagoya Institute of Technology

Gokiso-cho, Showa-ku, Nagoya, 466-8555

As one of the simplest models, the hard

disk/sphere systems have been investigated

in the field of both equilibrium and non-

equilibrium statistical physics. In this project,

we investigated non-equilibrium phenomena

in the hard disk/sphere model system with

modern algorithms, especially for Event-Chain

Monte Carlo(ECMC) [1] and Event-Driven

Molecular Dynamics(EDMD) [2], where we

propose the “Hybrid Scheme”, namely, ECMC

for equilibration and EDMD for calculation of

dynamical properties [3].

Direct Evidence of Void-Induced Structural

Relaxations in Colloidal Glass Formers:

The mystery of the microscopic origin of ki-

netic arrest and slow relaxation mechanisms

of glass-forming materials has puzzled scien-

tists for decades in condensed and statistical

physics. In general, when a liquid is rapidly

cooled (compressed), its molecular arrange-

ment remains disordered, and its motion be-

comes frozen, resulting in a glassy state. This

causes “slow relaxation” due to the increase in

viscosity. Most of the particles are frozen and

do not move. Still, in rare cases, it is known

that “active particles” that cause large dis-

placements are generated in a spatially hetero-

geneous manner and move cooperatively. The

cooperative motions of these “active particles”

are roughly classified into two types: coopera-

tive motions as a core-like domain region and

string-like hopping chain motions, which have

been observed in simulations at first. In the

latter type of hopping chain motion, a void

with a size of diameter is required for the ini-

tial hopping. However, in high densities, such

a void does not exist, which is a paradox. One

of the crucial issues is understanding whether

the essential properties of glass forming mate-

rials are fundamentally thermodynamic or dy-

namic in origin. One perspective that favors

a dynamic origin is called Dynamic Facilita-

tion (DF) theory [4, 5]. However, the micro-

scopic origin of structural (so-called α) slow

relaxation in deeply supercooled liquids at an

atomic scale has remained elusive due to the

limitation of electron microscopy experiments

and computer simulation.

Recently, we devoted to investigating the

applicability of DF theory to athermal sys-

tems, i.e., systems of hard particles where the

relevant control parameter is pressure, under

“super-compressed” conditions, using “Hybrid

Scheme” [6]. Besides, the optical microscopy

experiments on colloidal glass former system

play an important role because detailed mo-

tions of individual particles can be accessible.

International collaboration project with Hong

Kong, we precisely traced the movement of

individual colloidal particles for a long time

in experiments As a result, (A) the colloidal

particles undergo a transition from collective

“creeping” to the string-like “hopping” motion

on approaching the glass transition, and the

structural relaxation of the supercooled glass

is just caused by string-like escape hopping

motion. (B) In the supercooled glassy states,

small fragmented voids distributed over a few
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particle distances, called quasi-voids, cooper-

atively promote the formation of large voids.

(C) The voids are transported like particles,

which drive a string-like hopping chain mo-

tion. In addition, we found (a) the cooperative

motion of the core-like domain regions of the

“active particles” observed in previous studies

can be decomposed into a hopping chain mo-

tion with a higher temporal resolution, and (b)

the hopping chain motion is reversed with high

probability and causes a string-repetition mo-

tion, which is proved to be the leading contri-

bution to the kinetic arrest for slow relaxation.

These new findings provide fundamental in-

sights into the structural relaxation of glass-

forming materials and may pave the way for a

full understanding of the microscopic mecha-

nism [7].

Non-equilibrium response and slow equilibra-

tion in hard disk systems

The “equilibration” (relaxation toward equi-

librium states) from initial non-equilibrium

states in the molecular simulations is one of the

crucial preliminary tasks to obtain the physi-

cal properties in “true” equilibrium. The is-

sue such as crystallization and glass/jamming

transition have been actively studied recently.

It often requires a large-scale simulation in

dense molecular systems, which needs a long

computational cost for equilibration. In gen-

eral, the equilibration of particle positions in

dense systems is much difficult due to the ex-

cluded volume effect being dominant. To ob-

tain the equilibrium states, it is a reasonable

choice to use ECMC for positional relaxation

at first, which is the central idea of a hybrid

scheme [3]. To elucidate the microscopic origin

of equilibration in a hard disk system, we in-

vestigate the relaxing process toward the liquid

states as a non-equilibrium response induced

by the disturbance of the homogeneous expan-

sion. After such disturbance around the Alder

transition is induced, we performed EDMD

and estimated the relaxation time of four phys-

ical properties. As the preliminary results, we

do not expect, an anomalous slow equilibration

toward the liquid states to emerge when start-

ing from the co-existence phase in large-scale

EDMD. To identify the physical mechanism of

anomalous slow equilibration, we found that

the spatial inhomogeneity of the initial equi-

librated phases would contribute to the relax-

ation time, which was confirmed by the prob-

ability distribution of local density and orien-

tational order parameter[8]. We plan to inves-

tigate further by changing methodologies sys-

tematically.
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We study the extended Kitaev model called

the KΓ model, using a perturbative expan-

sion. From the Kitaev limit K = 0, the

third-order perturbation in Γ leads to interact-

ing Majorana models, which are solved by a

well-controlled mean-field approximation and

a cutting-edge exact diagonalization. In the

exact diagonalization we use a thread paral-

lelization up to 112 threads. By this large-scale

calculation, the exact diagnolization up to 54

sites of Majorana fermions in the symmetric

honeycomb geometry is possible, while usually

the exact diagonalization has been done in the

small system size up to 24 or 32 sites.

From the exact diagonalization combined

with the mean-field theory, we found the fol-

lowing phases [1].

1. a Kekulé Kitaev spin liquid.

2. a non-Abelian chiral spin liquid.

3. an Abelian chiral spin liquid.

4. a nematic Kitaev spin liquid.

5. a Vijay-Hsieh-Fu surface code [2].

Especially, a Kekulé Kitaev spin liquid with a

Chern number 0 and a Vijay-Hsieh-Fu surface

code are new phases discovered in this large-

scale calculation.

The results imply the existence of a vast re-

gion of quantum liquid crystal states (a ne-

matic Kitaev spin liquid and a Kekulé Kitaev

spin liquid). Both phases break the three-

fold rotation symmetry of the system, and po-

tentially explains the experimentally observed

high-field state with zero Chern number in α-

RuCl3 [3]. This observation leads to a poten-

tial control of quantum states by a domain wall

motion in quantum liquid crystals.
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Crowding Movement of Cells
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Cells are indispensable constituents of the

organism’s body. Cells are distributed to

proper positions to function in the various or-

gans in the developmental processes of organ-

isms [1]. In this distribution, cells sometimes

take a crowding state and move spontaneously.

This crowding movement is expected to finally

lead to a jamming state of cells through their

steric interactions [2, 3]. In contrast to this

expectation, cells smoothly move, similarly to

fluid, and, further, enhances their motility as

shown in the observations of Dictyostelium dis-

codeum, neuron, and blood cells [4]. The un-

derstanding of this crowding movement is a ba-

sic common issue in the fields of soft matter

physics and developmental biology.

Some of the eukaryote cells including Dic-

tyostelium discodeum use the persistent mem-

ory of cell trajectory to stabilize their move-

ments [5]. We additionally showed that the

memory induces the collective movement of

cells [6, 7]. The formation of collective move-

ments is expected to have the same origin of

the self-propelled disks [8]. To get hints to clar-

ify the mechanism of the crowding movement,

the comparison to the self-propelled disks is ef-

fective. The self-propelled disks have been well

confirmed to stabilize collective movement in

the sparse condition through the inelastic mul-

tiple collisions. In this case, the memory of tra-

jectories aligns movement directions of disks

in the collisions. In contrast, the investiga-

tion of the crowding self-propelled disks so far

has clarified the destabilization of the crowd-

ing movements and take a disordered state [9].

This result is contradictory to the crowding

movement of cells and implies that the crowd-

ing movements have an uncovered necessary

condition.

To clarify the condition of the cellular

crowding movement, we investigate the crowd-

ing movement on the basis of the cellular Potts

model [10]. At the first step of this investiga-

tion, we attempt to confirm that the crowding

model cells can stabilize their collective move-

ments. To this end, we develop the model ex-

tension for dealing with the general polarity of

cells [11, 12] and by using this extension re-

models the memory of cell trajectory [13, 14].

By using Monte Carlo simulation based on our

model, we successfully reproduced the collec-

tive movements even in crowding cells [15].

Further, the models show that the crowding

state rather stabilizes the collective movement

of cells. More concretely, we show that the

threshold propulsion of the collective move-

ment is reduced as the concentration of cells

increases. This result at least shows that the

crowding movement is possible for cells and

clearly indicates that the model cells satisfies

the aforementioned necessary condition of the

crowding movements.

The key to clarify the condition is the origin

of ordering, namely the memory of trajectories.

To deeply examine effects of the memory, we

try to evaluate the relation between the mem-

ory and the stability of collective movement in

the crowding cells [15]. In a case, the crowd-

ing cells with movement show a solid to fluid

transition, and then their configurations highly

fluctuate. By using this transition, we confirm

the stability in the order of movement in the
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crowding model cells. We can show that even

at the transition point, the cells exhibit the

ordering of the movement under the high fluc-

tuation of cell configurations. To further ap-

proach the origin of this stability [16], we con-

sider memory time dependence of this move-

ment order. We show that the stability de-

pends highly on the memory time. Namely,

the long memory time is the origin of the sta-

bility of movements in the crowding cells.

Based on the comparison of this result and

that of the self-propelled disks, we attempt to

shed light on the uncovered necessary condi-

tion. For the case of the self-propelled disks,

the movement has an intrinsic fluctuation. In

contrast to these disks, the model cells re-

duce the intrinsic fluctuation in their setting

to resemble the cells with the memory of cell

trajectory. In the disks, the intrinsic fluctu-

ation shortens the memory time of the disk

trajectory. Thus, the disks have a possibility

that the disks lose the stabilization property

of the collective movements. This difference

in the intrinsic fluctuation of movements re-

flects the difference in the stability in crowding

movements between the model cells and self-

propelled disks. Thus, we speculate that the

reduction of intrinsic fluctuation is the neces-

sary condition of crowding movements.

These successes of the works are attributed

to kind cooperation with Prof. H. Kuwayama,

Prof. S. Yabunaka, Prof. K. Fujimoto, Dr.

H. Hashimura, Prof. H. Yoshino, and Prof.

M. Kikuchi. The author deeply thank them.
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Multiple helical spin density waves in

inversion-symmetric itinerant magnets
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Since the discovery of magnetic skyrmions in

B20 transition metal compounds, multiple he-

lical spin density waves have attracted atten-

tion because the magnetic skyrmions emerge

as 3Q multiple helical spin density waves

in these materials. Typically, the magnetic

skyrmions are realized in the Dzyaloshinskii-

Moriya (DM) interaction driven systems un-

der magnetic field. Recently, frustrated sys-

tems without the DM interaction have been

found to reveal magnetic skyrmions [1, 2]. In

order to explore theoretically the possibility of

vortex-type multiple helical spin density waves

such as magnetic skyrmions in the inversion-

symmetric itinerant systems, we have applied

the molecular spin dynamics (MSD) method

[3] to the triangular-lattice single-band Hub-

bard model.

The MSD method is based on the functional

integral method for the spin fluctuation the-

ories and the isothermal molecular dynamics

method. The method allows us to find auto-

matically the magnetic structure of a large sys-

tem with thousands of atoms in a unit cell at

finite temperatures. Starting from the Hamil-

tonian expressed in terms of the locally ro-

tated coordinates and by adopting the static

approximation to the functional integral tech-

nique, the MSD method reduces to the gen-

eralized Hartree-Fock approximation at the

ground state.

In the numerical calculations the most time-

consuming process is the magnetic force cal-

culation at each time step, where the lo-

cal electronic structures are calculated in real

space by means of the recursion method. We

have adopted the automatic parallel calcula-

tion scheme and found it to be effective in sav-

ing both computing time and CPU resources.

We have performed the magnetic structure

calculations on the supercell with 20×20 trian-

gular lattice, which is embedded in a large clus-

ter consisting of 3×3 supercells, each of which

are connected by the periodic boundary condi-

tion. Under zero magnetic field and the fixed

value of the temperature T/t = 0.0005, we

have explored the magnetic structures chang-

ing the Coulomb interaction strength U/t and

the electron number n along the antiferromag-

netic (AF)-ferromagnetic (F) boundary (n =

1.3 ∼ 1.4) . We have performed rather

long-step MSD calculations (more than 15000

steps ) to find the thermodynamically stable

states among the various metastable multiple-

Q states and have found that for U/t = 5.0 ∼
8.0 the 1Q helical spin density waves are sta-

bilized in the vicinity of the AF-F boundary.

To explore the possibility of 3Q multiple heli-

cal spin density waves, the MSD calculations

for U/t < 5.0 are now in progress.
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Robustness of cluster states and stabilizer states for

surface codes against random local fields
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By using the ISSP supercomputer, we nu-

merically solve a time-dependent Schrödinger

equation of a many-qubit system and theo-

retically describe how random local fields af-

fect cluster states and stabilizer states for sur-

face codes [1]. While there are already several

known sources of decoherence in gate operation

and measurement processes, we here focus on

a new source of decoherence due to effects of

field fluctuations on idling qubits which should

become increasingly more serious as quantum

computers scale up. We find similar tempo-

ral fidelity degradation for both cluster states

and stabilizer states of surface codes for up

to ten qubits. We also find that the effect of

local-field fluctuations is greatly mitigated if

the magnitude of the fluctuations can be sup-

pressed to below 10% of the energy gap ∆ for

both cluster states and stabilizer states of the

surface codes. If the magnitude of the fluc-

tuations exceeds ∆/2, the state fidelities for

both states deteriorate dramatically. A sim-

ple estimate based on the average fidelity up

to time t ∼ 2h̄/∆ shows that the maximum

number of qubits that can suppress the sys-

tem infidelity below the 1% is less than 28 for

the surface code stabilizer states and 21 for the

cluster states when the initial states are ground

states (Fig.1).

We have also used the ISSP supercomputer

to calculate the sucess probability of our pro-

posed pulse sequence in the quantum annealing

mechanism [2].
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Figure 1: Average variation δ/∆ at which the

fidelity is 0.99 for the cluster states and the

surface-code states. The error bars are cal-

culated from the standard deviation of δ/∆.

The extrapolation equations for the cluster

states and surface-code states in (a) are given

by δ/∆ = −0.0053N + 0.1079 and δ/∆ =

−0.0033N +0.0924, respectively. Those in (b)

are given by δ/∆ = −0.0004N + 0.0567 and

δ/∆ = −0.0014N + 0.0732, respectively. The

extrapolation of these data points to the hori-

zontal axis gives a rough estimate for the max-

imum number of qubits N s
max and N c

max, for

which the errors can be corrected.

References

[1] T. Tanamoto and M Ueda:

ArXiv:1910.05649

[2] T. Tanamoto: J. Appl. Phys. 84 (2015)

31415.

Activity Report 2020 / Supercomputer Center, Institute for Solid State Physics, The University of Tokyo

321



Development of integrated interface of eigensolvers

Rokko and application to quantum spin systems

Tatsuya Sakashita
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To establish universal exact diagonalization

package for quantum lattice models includ-

ing the Heisenberg-Kitaev model, we focused

on developing integrated interfaces for eigen-

solvers, “Rokko”[1].

In Rokko, we implemented the integrated in-

terfaces for the following types:

• Serial solvers for dense matrices (Eigen3,

LAPACK)

• MPI parallelized solvers for dense matri-

ces (EigenExa[2], ELPA[3], Elemental[4],

ScaLAPACK)

• MPI parallelized solvers for sparse matri-

ces (Anasazi in Trilinos[5], SLEPc[6]) to

cover matrix representations below:

– CRS (Compressed Row Storage)

– Matrix-free method (the method to

give matrix-vector product routines

to solvers)

Rokko has the following features:

• Integrated interfaces for eigensolvers and

matrices, independent of individual eigen-

solver libraries

• Rokko’s interfaces are implemented by

utilizing factory. It enables the user to

dynamically select a solver.

• C, Fortran, and Python bindings of Rokko

• Automatically detecting libraries by using

CMake in building Rokko

• Unit and integrated test programs by

GoogleTest

• Install scripts of eigensolvers for various

architectures

We prepare a paper to report design pol-

icy, software structure, and usage examples of

Rokko.
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Comparison of rocking curves of 4 2 2 Bragg-reflected X-rays 
from thin silicon crystals calculated based on the conventional 

method and by solving the eigenvalue problem 

Kouhei OKITSU 

    The present author has worked on the n-beam 

Ewald-Laue (E-L) and Takagi (T-T) X-ray 

dynamical diffraction theories and numerical 

method to solve them for over twenty years [2,3].  

However, this report describes two-beam rocking 

curves calculated based on the E-L theory and 

experimentally obtained over fifty years ago. 

    Professor H. Hashizume kindly taught the 

present author the existence of rocking curves 

experimentally obtained in 1970 [1].  He is one of 

the ranking authorities of the dynamical 

diffraction theory of X-rays.  He also taught the 

present author that the description of the 

dynamical theory as the eigenvalue problem is not 

 

Institute of Engineering Innovation, School of Engineering, 

The University of Tokyo, 2-11-16 Yayoi Bunkyo-ku Tokyo 113-8656 

 

Fig. 1 Rocking curves of 4 2 2 Bragg-reflected X-rays from thin (14, 21 and 30 mm thick) silicon 

crystals. (a), (b) and (c) were calculated based on the conventional method.  (d), (e) and (f) were 

obtained by solving the eigenvalue problem.  (g), (h) and (i) were experimentally obtained [1].  

The experiments were performed with the temperature carefully stabilized with the incidence of 

highly collimated and monochromatized X-rays generated from a Cu K source. 
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general and is not widely recognized. 

   The E-L theory was developed by Ewald (1917) 

and Laue (1931).  The fundamental equation given 

by Laue is described as follows: 

𝐤𝑖
2 − 𝐊2

𝐤𝑖
2 𝐃𝑖 = ∑ 𝜒ℎ𝑖−ℎ𝑗

𝑗

[𝐃𝑗]⊥𝐤𝑖
        (1) 

Here, 𝐊 is the wave vector of the incident X-rays, 

𝐤𝑖 and 𝐤𝑗 are the wave vectors of the Bloch wave, 

𝐃𝑖 and 𝐃𝑗 are amplitude vectors of the 𝑖th and 𝑗th 

numbered Bloch wave, 𝜒ℎ𝑖−ℎ𝑗
 is the 𝐡𝒊 − 𝐡𝒋 order 

Fourier coefficient of the electric susceptibility.  

[𝐃𝑗]⊥𝐤𝑖
   is the vector component of  𝐃𝑗 

perpendicular to 𝐤𝑖. 

   By applying an approximation that 𝑘𝑖 + 𝐾 ≈

2𝑘𝑖, the following equation is obtained [2,3]: 

𝜉𝑖𝐷𝑖
(𝑙)

=
𝐾

2
∑ 𝜒ℎ𝑖−ℎ𝑗

∑ 𝐶𝑖,𝑗
(𝑙,𝑚)

1

𝑚=0

𝑛−1

𝑗=0

𝐷𝑗
(𝑚)

.      (2) 

Here, 𝜉𝑖 =  𝑘𝑖 − 𝐾  (the eigenvalue), 𝐷𝑖
(𝑙)  is the 

scalar amplitude of Bloch wave and 𝐶𝑖,𝑗
(𝑙,𝑚) is the 

polarization factor.  The scalar amplitudes 𝐷𝑖
(𝑙) 

and  𝐷𝑗
(𝑚) of Bloch wave are defined as follows: 

𝐃𝑖 = 𝐷𝑖
(0)

𝐞𝑖
(0)

+ 𝐷𝑖
(1)

𝐞𝑖
(1)

,                      (3𝑎) 

𝐃𝑗 = 𝐷𝑗
(0)

𝐞𝑗
(0)

+ 𝐷𝑗
(1)

𝐞𝑗
(1)

.                      (3𝑏) 

𝐞𝑖
(0)  and 𝐞𝑖

(1)  are unit vectors defined such that 

they are perpendicular to 𝐤𝑖  and mutually 

perpendicular to each other. 

  Joko and Fukuhara pointed out [4], for the first 

time, that eq. (2) can be described as an eigenvalue 

problem of a matrix for an n-beam dynamical 

theory.  When n is 2, eq.(2) is nothing but the E-L 

two-beam dynamical theory that is the most wide-

spread X-ray dynamical theory.  This fact has been 

almost completely overlooked even by Ewald, 

Laue and many other authorities of the X-ray 

dynamical diffraction theory. 

   The conventional method to solve the X-ray two-

beam dynamical theory has two steps.  At first, the 

dispersion surfaces are calculated to give the 

condition that the amplitudes of Bloch wave has 

nonzero values.  Next, for cross points (tie points) 

of the dispersion surfaces and the downward 

surface normal of the crystal, the amplitudes of 

Bloch wave are calculated to obtain the rocking 

curves.  

   However, eq.(2) for n=2 (two-beam case) can be 

solved directly without calculating the dispersion 

surfaces.  The eigenvalue problem can be solved 

e.g. by using the LAPACK to calculate the rocking 

curves of Bragg-reflected X-rays as found in Figs. 

1 (d), (e) and (f).  They are in excellent agreement 

with those experimentally obtained [Figs. 1 (g), (h) 

and (i)] and calculated by the conventional way 

[Figs. 1 (a), (b) and (c)]. 

The present author is indebted to Mr. T. Sasaki 

who graduated from Tokyo Gakugei University in 

2021 for his assistance when coding the program. 
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 Non-uniform thermal transport properties in proteins 
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We have studied thermal transport properties 

in proteins using molecular simulations [1-5]. 

Within protein molecules, tightly packed amino 

acid residues interact with each other through 

heat and energy exchanges. We illustrate non-

uniform heat flow with our own model based on 

“local heat/energy conductivity” between each 

residue pair.  

Native contacts in proteins are classified into 

nonpolar, polar, and charged types. Harmonic 

spring picture applies to energy transfer (ET) 

through nonpolar and polar contacts, and ET 

rates vary inversely with the variance of the 

contact length: whereas diffusion picture is 

relevant to ET through charged contacts and ET 

rates correlate inversely with the mean-square-

distance between charged atoms of a residue pair. 

The CURP program permits to compute 

inter-residue flow or energy/heat and atomic 

stress tensor in a protein, given atomic 

coordinates and velocity trajectories obtained 

through molecular dynamics (MD). Energy flow 

data permit to picture an inter-reidue Energy 

Exchange Network (EEN) as a graph. For 

interactive analysis of EEN graphs using 

pointing devices, a new visualization tool, EEN 

VIEWER, with JavaScript and Python codes 

(https://youtu.be/zCXmIXskBFE) is under 

development. 

We implemented an accelerated CURP code 

via GPU computing with the OpenACC library. 

As a test calculation, this program was applied 

to a sensory domain of an oxygen sensor protein, 

FixL. As a result, the computation time of the 

auto-correlation function of heat currents in 

FixL was accelerated by 98.4%. 

Human superoxide dismutase (SOD1) is 

known to bind metal ions for its function. To 

study the selective binding metal binding 

mechanism of SOD1, QM/MM molecular 

dynamics simulation using Gromacs/DFTB is 

under progress. We plan to analyze the 

fluctuations the metal binding sites using the 

CURP program.  
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