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Cavitation is a flow phenomenon involving 

the formation of bubbles, caused by local 

pressure-drop in a liquid. Cavitation causes 

performance degradation, noise, vibration, and 

erosion in fluid machinery such as ship 

propellers and turbomachinery. On the other 

hand, the shock waves and localized high-

temperature and -pressure fields generated by 

the bubble collapse are applied to a wide range 

of applications, including cleaning, processing, 

chemical reaction acceleration, and medicine. 

Therefore, it is vital to understand the 

cavitation mechanisms for many fields using 

liquid-gas multi-phase flows. In particular, 

understanding the effects of cavitation on sound 

waves is essential for the development of 

applied technology, such as the realization of 

highly efficient chemical reactors. However, 

cavitation is an extremely complex 

phenomenon in which a tremendous number of 

bubbles repeatedly generate, grow, split and 

coalesce, and disappear, making its analysis a 

challenging problem. Despite numerous 

experiments and numerical calculations, the 

mechanism remains thoroughly understood. In 

this project, we investigate the effect of phase 

transitions on sound waves by molecular 

dynamics (MD) simulations [1]. In particular, 

we clarify the differences in the effects of first- 

and second-order phase transitions on sound 

waves. 

The fluids are modeled by a monoatomic 

molecule whose interaction is defined by the 

smoothed-cutoff Lennard-Jones potential. The 

system is a rectangular parallelepiped, and the 

periodic boundary conditions are applied to y- 

and z-directions. In x-direction, the oscillating 

and stationary walls are placed at both ends. 

The total number of particles is about 10 

million. We investigate the differences in the 

waveform change by approaching the phase 

transition temperature for the liquid near the 

first-order transition region and supercritical 

fluid near the critical point. These waveforms 

are compared with the numerical solution of 

Burgers' equation. 
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In the first-order transition region, the 

waveform varies continuously until just above 

the phase transition point, in good agreement 

with the Burgers' equation. When the phase 

transition occurs, the waveform changes 

discontinuously due to the appearance of the 

gas phase, and the Burgers' equation is not 

applicable. On the other hand, in the continuous 

transition region, no discontinuous changes 

occur. Soundwave decay due to the density 

fluctuations are significant near the critical 

point. However, the Burgers' equation is 

applicable even for such large density 

fluctuations. 

Finally, we investigated the bubble effects on 

the soundwaves by using 60 million particles. 

We observed a bubble generation and growth 

near the oscillating wall, movement in the 

soundwave propagation direction, and then 

disappearance. Bubbles repeat this long time 

(about 30-million-time steps) cycle. We found 

that the bubble motion affects the pressure 

wave. 

The present computational scale could only 

treat the interaction between a single bubble 

and sound wave. The bubble generation causes 

a drastic change in soundwave, known as a 

change in sound speed, which is caused by the 

appearance of many bubbles. In order to reveal 

the peculiar phenomena, it is necessary to 

perform calculations for much larger systems. 
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Coarse-Grained Molecular Dynamics Study of Biomolecular 
Assemblies and Nanocolloids 

 
Wataru SHINODA 

Research Institute for Interdisciplinary Science, 
Okayama University, 3-1-1 Tsushima-naka, Kita-ku, Okayama 700-8530 

 
We have extended the molecular library 

within the SPICA coarse-grained (CG) force 

field (FF), which was originally developed for 

lipids and surfactants. In this year, we have 

added a new class of lipids, proteins, and 

nucleic acids to the library. Especially, we 

improved the CG protein model to facilitate 

molecular dynamics (MD) simulation with a 

reproduction of multiple properties from both 

experiments and all-atom (AA) simulations.[1] 

The side chain analogs reproduced the transfer 

free energy profiles across the lipid membrane 

and showed reasonable association free energy 

(potential of mean force) in water compared to 

those from AA-MD. The CG-MD study of the 

adsorption or penetration of about 150 

peptides/proteins into the membrane gave 

correct predictions of the penetration depth and 

inclination angle of peptides/proteins at the 

membrane periphery and transmembrane 

regions, consistent with the OPM (Orientation 

of protein in membrane) database. The 

dimerization free energies of some 

transmembrane helices in the lipid bilayer were 

found to be comparable to those obtained from 

experimental estimates. Application studies on 

a series of membrane protein assemblies, 

scramblases, and poliovirus capsids 

demonstrated the good performance of SPICA 

FF. 

A series of MD simulations of Hepatitis B 

virus (HBV) capsid have also been carried out 

at AA and CG resolutions.[2] In this year, we 

have constructed a molecular model of the 

entire HBV virion particle including the 

envelope. The interaction between the 

membrane protein within the envelope and the 

capsid spike protein plays an important role in a 

strong anchoring of envelopes around the 

capsid. Due to a significant amount of 

membrane proteins in the envelope reduces the 

lipid diffusion within the envelope, which is 

supposed to help increasing the stability of 

virion particle.  

We also analyzed the role of surfactants in 

the colloidal stability of nanoparticles in oil by 

CG-MD.[3] Again, SPICA FF was used to 

observe the molecular-level details of 

nanoparticle aggregation through simulation. A 

free energy pathway of aggregation is 

determined for different surfactant types and 

system configurations. The deformation of the 
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surfactant layer surrounding the nanoparticle 

was shown to be the major source of colloid 

stabilization. This is evidenced by the 

surprising result that as the packing density of 

the surfactants is reduced, the role of the 

surfactant is reversed from stabilizer to 

nucleation agent. 
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Finite temperature properties of generalized Kitaev

models

Tsuyoshi OKUBO

Institute for Physics of Intelligence, The University of Tokyo

7-3-1 Hongo, Bunkyo-ku, Tokyo 133-0033

The Kitaev model on the honeycomb lattice

has been widely investigated as a fundamental

model to investigate the nature of the quan-

tum spin liquid in two dimension[1, 2]. In the

Kitaev model, the interactions are Ising type,

Sγ
i S

γ
j , and the spin component γ = x, y, z is

determined from the direction to the neighbor-

ing site. The ground state is known to be a

gapless spin liquid state, in which the nature

is described by Majorana fermions[1]. When

we apply a magnetic field to the Kitaev sys-

tem, the excitation spectrum described by the

mobile Majorana fermions opens a gap, and

the ground state changes to a topological spin

liquid, where a half-integer thermal Hall con-

ductivity emerges in the low-temperature limit

[1]. In the recent experiment on α-RuCl3 un-

der a moderate magnetic field, a similar half-

integer thermal Hall conductivity was observed

at a finite temperature [3], although its ground

state seems to be a magnetically ordered state

at zero magnetic field due to off-diagonal and

(long-range) Heisenberg interactions.

In this year’s project, we investigated a finite

temperature properties of the Kitaev model

with off-diagonal interactions, in paticular con-

cerning the possible thermal Hall conductivity

at a finite temperature. The model Hamilto-

nian is given as

H =
∑

γ∈x,y,z
Hγ − h⃗ ·

∑
i

S⃗i, (1)

Figure 1: A typical lattice setup and a mappt-

ing to a one-dimensional matrix product oper-

ator.

where for γ = z,

Hz =
∑
⟨i,j⟩z

[KSz
i S

z
j + Γ(Sx

i S
y
j + Sy

i S
x
j )

+ Γ′(Sz
i (S

x
j + Sy

j ) + (Sx
i + Sy

i )S
z
j )].

(2)

In the cases of γ = x, y, we consider similar

interactions with cyclic rotation of x, y, z com-

ponents. To numerically calculate the thermal

Hall conductivities at a finite temperature, we

consider several finite-size clusters with open

edges and represent their density matrix as a

matrix product operator (MPO), as shown in

Fig. 1.

The MPO representing a density matrix at a

given temperature was obtained by the expo-

nential tensor renormalization grope (XTRG)

algorith [4], where we calculate the density ma-

trix at an inverse temperature β, ρ(β), through

the relationship ρ(β) = ρ(β/2)ρ(β/2) with the

initial condition ρ(β0) = exp(−β0H) ≃ 1−β0H
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for the sufficiently small β0. Thus, when we

have an MPO representation of the Hamilto-

nian, a stadard compression algorithm for the

tensor network can be used. When the bond

dimension of the MPO is D, both of the com-

putation cost and the memory consumption of

XTRG algorithm scale O(D4).

By such an MPO representation of the den-

sity matrix, we have successfully calculated the

thermal Hall conductivity for various magnetic

fields and temperatures up to N = 72 spins

(see Fig. 1) with a typical bond-dimension

D = 500. Our calculation showed that the

thermal Hall conductivity typically has a peak

as a function of the temperature, and it over-

shoots the half quantized value expected in the

zero-temperature limit. Such an overshooting

is consistent with the experimental observation

[3].

We also investigated Γ and Γ′ dependence

of the thermal Hall conductivity. We found

that depending on the sign of Γ and Γ′, the

thermal Hall conductivity is largely modified

from that of the pure Kitaev model. Some of

them could be explained by the increase of the

gap, previously calculated through the pertur-

bation theory [5], while overall finite tempera-

ture behaviors might not be explained only by

Majorana fermion pictures.

A part of this work has been done in collab-

oration with J. Nasu, T. Misawa, and Y. Mo-

tome.
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Membrane shape deformation by binding of

curvature-inducing proteins

Hiroshi NOGUCHI
Institute for Solid State Physics, University of Tokyo

In living cells, biomembrane shapes are con-
trolled by curvature-inducing proteins. We
have studied the binding of these proteins us-
ing mean-field theories and compared their re-
sults with simulation results. Clathrin and
coat protein complexes bend membranes in a
laterally isotropic manner and generate spher-
ical buds. In contrast, Bin/Amphiphysin/Rvs
(BAR) superfamily proteins bend the mem-
brane anisotropically and generate cylindrical
membrane tubes. The former and latter pro-
teins can be modeled as laterally isotropic ob-
jects and anisotropic objects of a banana or
crescent shape, respectively.

For isotropic proteins, we derived the free
energy including the Gaussian curvature and
area expansion by the protein insertion [1].
Then, we investigated the formation of spher-
ical buds [1] and binding onto a tethered vesi-
cle [2]. A narrow membrane tube (tether) is
elongated from a spherical vesicle by an exter-
nal force imposed by a micropipette and opti-
cal tweezers. A first-order transition occurs be-
tween a small number of large buds and a large
number of small buds with increasing chemical
potential of protein binding [1]. For the teth-
ered vesicle, interestingly, a first-order transi-
tion occurs twice between low and high protein
densities in the tube. The force-dependence
curves of the protein density in the mem-
brane tube and the tube curvature are reflec-
tion symmetric and point symmetric, respec-
tively, from the force point, in which the tube
curvature matches the protein (sensing) curva-
ture [2]. This theory reproduces the meshless
membrane simulation results of the homoge-
neous phases very well. In addition, beaded-
necklace-like tubes with microphase separation
are formed in the simulation.

For anisotropic proteins, an orientational-
dependent excluded volume interaction is in-
cluded in the free energy. We studied bind-
ing onto membrane tubes [3]. The proteins
exhibit a second-order or first-order nematic
transition with increasing protein density for
intermediate and small radii of the membrane
tube, respectively. The tube curvatures for the
maximum protein binding (sensing) and ori-
entational order are differently varied by the
protein density and rigidity. As the external
force along with the tube axis increases, a first-
order transition from a large tube radius with
low protein density to a small radius with high
density occurs once, and subsequently, the pro-
tein orientation tilts to the tube-axis direction.
The density-dependent sensing curvature and
the number of transitions are characteristics
due to the anisotropic bending energy. Each
isotropic protein has a constant sensing cur-
vature. This density-dependent sensing cur-
vature has been measured in the experiment
of BAR proteins. This theory quantitatively
reproduces the results of meshless membrane
simulation for short proteins. For long pro-
teins, the formation of protein clusters gener-
ates a quantitative deviation from the theory,
although qualitative agreements still hold.
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Development of Thermal Functional Materials Based on First-
principles Simulations 

 

Junichiro SHIOMI 
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We have studied thermal functional 

materials using massive parallel computer 

system. This year, we focused on the 

thermoelectric performance of a ternary alloy 

system and a nanostructured multiphase 

material.  

The main content of these two studies is 

briefly introduced as below. For the ternary 

alloys, lattice structures were predicted by 

Monte Carlo simulation, then thermoelectric 

properties and the compositional dependence 

of ternary alloys were studied by first-principle 

calculation. Fig. 1 shows the predicted energy 

by cluster expansion and ZT of alloy of a 

composition. For the multiphase material, the 

grain size dependence of thermoelectric 

properties was studied by first-principle 

calculation for two phases to enhance 

thermoelectric performance by nanostructure 

engineering. Fig. 2 shows the nanostructured 

 
Fig. 1: (a) Formation energies from cluster 

expansion; (b) ZT of one of the alloys. 

 
Fig. 2: (a) Thermal conductivity versus grain 

size; (b) ZT of a nanostructured material. 
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thermal conductivity at room temperature and 

ZT of a nanostructured phase.  

To conduct these studies, the usage of 

supercomputer system was described as 

following. ICET package [1] was employed to 

predict lattice structures through performing 

Monte Carlo simulation and cluster expansion 

based on element substitution and formation 

energy prediction. BoltzTrap2 package [2] was 

carried out to calculate electrical transport 

properties by solving semiclassical linearized 

Boltzmann transport equation. ALAMODE 

package [3] was used to fit interatomic force 

constants by atomic displacements and forces 

from first-principle calculation, as well as 

calculate phonon thermal conductivity by 

relaxation time approximation method. VASP 

[4] was carried out to perform first-principle 

calculation for formation energy, band 

structure and atomic forces. By running our 

own python script, thermoelectric properties 

were calculated from phonon thermal 

conductivity and electrical properties. 
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Feasibility study of Kitaev quantum spin liquid by

functional renormalization approach

Kiyu FUKUI and Yusuke KATO

Department of Applied Physics, University of Tokyo, Bunkyo, Tokyo 113-8656

Department of Basic Science, University of Tokyo, Meguro, Tokyo 153-8902

The Kitaev model is an S = 1/2 quan-

tum spin model defined on the honeycomb lat-

tice [1]. In spite of its strong frustration due

to the bond-dependent interaction, this model

is exactly solvable, and its ground state is a

quantum spin liquid state. Here we address

the feasibility of the Kitaev quantum spin liq-

uid (KQSL) for two extensions of the model,

by using the pseudofermion functional renor-

malization group (PFFRG) method [2].

The first one is for ultracold polar molecules

trapped in an optical lattice. While ex-

perimentally accessible implementation of

the Kitaev-type interaction was proposed in

2013 [3], the stability of the KQSL has not been

investigated so far. In this proposal, the bond-

dependent anisotropic interactions are mim-

icked by angle-dependent dipole interactions

between molecules. However, the interactions

are long ranged with a spatial decay of r−3,

where r is the distance between the molecules,

it is left as an open question whether the

KQSL can survive against such long-range in-

teractions. We studied the ground state of

a quantum spin model with long-range angle-

dependent Kitaev-type interactions, which was

proposed as an implementation of the Kitaev

model in ultracold polar molecules, by using

the PFFRG method. We clarified that, regard-

less of the spatial anisotropy of the interac-

tions, the ground state is magnetically ordered

in both FM and AFM cases: we found mag-

netic instabilities toward the FM and zigzag

ordered states in the FM and AFM models, re-

spectively. By calculation of the anisotropy pa-

rameter dependence of the critical cutoff scale,

we concluded that the system is most frus-

trated and closest to the realization of the

KQSL when the interaction is isotropic in both

cases. Our findings indicate that the QSL

ground state arising from the nearest-neighbor

bond-dependent anisotropic interactions in the

Kitaev model is destroyed by the long-range in-

teractions. By varying the range of the interac-

tions, we unraveled that the KQSL is unstable

even for the third-neighbor interactions. This

is the first time that the stability of the KQSL

within the above proposal has been revealed.

The other is the extension to higher-spin sys-

tems. Although the Kitaev model was origi-

nally introduced for the S = 1/2 moments, its

higher-spin generalization has also attracted

attention. While candidate materials with S =

1 [4] and 3/2 [5] have begun to be proposed in

recent years, the stability of the KQSL has not

been systematically clarified for general spin

S in the presence of non-Kitaev interactions,

which are inevitably present in the candidate

materials. In this study, we present our numer-

ical results on the ground state of higher-spin

generalization of the Kitaev model including

the Heisenberg interaction, the spin-S Kitaev-

Heisenberg model, which we consider to be one

of the minimal models for the higher-spin can-

didate materials, by using an extension of the

PFFRG method [6]. Performing the calcula-

tions for the models with S = 1, 3/2, 2, 5/2,

and 50 in addition to S = 1/2, we elucidate
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the ground-state phase diagram by systemat-

ically changing the ratio between the Kitaev

and Heisenberg interactions and S. We found

four magnetically ordered phases: Néel AFM,

zigzag AFM, FM, and stripy AFM for all S,

and the phase boundaries between these or-

dered phases are consistent with the previous

studies for S = 1/2, 1, and ∞. Our results

indicated that the ground state is short-range

QSL for arbitrary S at the ferromagnetic and

antiferromagnetic Kitaev points. It is consis-

tent with an analytical result in the previous

study [7]. We clarified that the QSL regions

near these Kitaev points are quickly shrunk

by increasing S, namely, the KQSL is fragile

against the Heisenberg interaction for S ≥ 2.

However, we find the KQSL remains stable for

S ≤ 3/2 around the both Kitaev points. Our

findings will provide the search and design of

the candidate materials with S > 1/2.
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Quantum effects on chiral magnets 

 

SOHEI KODAMA and YUSUKE KATO 

Department of Basic Science, the University of Tokyo, Tokyo 153-8902, Japan, 

 

We consider the ground state of quantum 

spin chain of monoaxial chiral ferromagnet. 

The Hamiltonian is given by  

𝐻 = ∑ [−𝐽𝑺̂𝑖 ∙ 𝑺̂𝑖+1 − 𝐷(𝑺̂𝑖 × 𝑺̂𝑖+1)
𝑦

−𝑖

                       𝐻𝑆̂𝑖
𝑧 + 𝐾(𝑆̂𝑖

𝑦)
2

], 

where, J, D, H, and K, respectively, denote 

exchange interaction, Dzyaloshinskii-Moriya   

(DM) interaction, the magnetic field 

perpendicular to the chiral axis (y -axis) and 

single ion anisotropy.  

The magnetization curves for finite-sized 

systems obtained by exact diagonalization are 

distinctly different between half-odd-integer 

and integer spins; The level crossings occur for 

S=1/2,3/2, accompanied by  shift of the crystal  

momentum k while the magnetization process 

is continuous and k is always zero for S=1,2.  

These behaviors are commonly observed for 

arbitrary values of J/D. We argue that in the 

limit J=0 with D finite, single soliton has the 

minimum energy for k= (k=0) for half-odd 

integer (integer) S, based on the Perron-

Frobenius theorem within the subspace spanned 

by a single soliton basis. Our approach [1] is 

complementary to earlier studies on quantum 

effects on Ising domain wall [2] and skyrmions 

[3] based on semiclassical treatment of 

quantum spin taking account of the Berry phase 

term. 
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New scaling analysis for graph percolations

Y. Ozeki and K. Hagiwara v
Graduate School of Informatics and Engineering, The University of Electro-Communications

We investigate the transition point and the criti-
cal exponent β for graph percolations. A new size-
independent scaling analysis is proposed, which en-
ables us to analyze numerical data without finite-
size effects. This means that the results are equiv-
alent to those in the infinite system. Such a scal-
ing analysis has been applied as dynamical scaling
analysis in the nonequilibrium relaxation method
[1] for phase transitions and critical phenomena.
In graph percolations, a number of vertices are

prepared instead of a lattice. Each edge between
two of these vertices is considered to be connected
or not. In the Erdős-Rényi (ER) model, a classi-
cal graph percolation, a new edge is connected to a
graph at random. The probability of a vertex be-
longing to the infinite cluster, which is denoted by
P (r), is recognized as the order parameter, where
r is the average number of edges per vertex. The
function P (r) can be written as [2]

P (r) ≡ 1−
∑

s

sns, (1)

where ns is the number of clusters with size s
divided by N . P (r) is expected to behave alge-
braically as

P (r) = a|r − rc|
β , (2)

where β is referred to as a critical exponent. In the
present study, we define a new function P (x, r) by
extending P (r),and introduce a new parameter x
representing the maximum cluster size:

P (x, r) ≡ 1−
∑

s<x

sns. (3)

This function P (x, r) represents the probability
that a randomly selected vertex belongs to a cluster
greater than or equal to x. We expect the following
asymptotic (x → ∞) behaviors for every r case:

P (x, r) ∼







A exp(−x/ξ) (r < rc)
x−λP (r = rc)
p∞ +A′ exp(−x/ξ) (r > rc)

(4)

where we introduce a function ξ depending on r
as ξ = ξ(r) and exponent λP . The asymptotic
behavior of ξ is expected to be

ξ(t) = b|r − rc|
−ν , (5)

where we define a new exponent ν satisfying the
relation

λP = β/ν. (6)

In the asymptotic regime in r ∼ rc, P (x, r) is
expected to satisfy the following scaling form:

P (x, r) = ξ−λP Ψ(x/ξ). (7)

The transition point rc and critical exponent β can
be estimated from the behavior of P (x, t). Appro-
priate values of rc and β as well as a, b, ν in Eqs.
(2) and (5) should be chosen such that ξλP P (x, t)
is fitted as a function of x/ξ(r) on a scaling func-
tion Ψ. In order to carry out such a scaling plot
efficiently, we apply the method introduced for the
dynamical scaling, in which the Bayesian inference
and the kernel method are used [3].
Here, we demonstrate the above scaling analysis

to the ER model, for which the analytic solution is
known; rc = 1/2, β = 1. For precise analysis, we
need to check the size dependence. We have found
that, for x ≤ 3000, no size dependence appears in
the data for the system with N = 1×108 or larger.
The simulation is performed using these parame-
ters, and 2240 independent samples were used for
averaging. The results for P (x, r) are plotted in
Fig. 3, and the resultant scaling plot is shown
in Fig. 4. The transition points and the criti-
cal exponent are evaluated as rc = 0.49978(7) and
β = 1.010(9), respectively, where the error bars are
estimated by the bootstrap method [3]. The de-
viations from the analytic values rc = 1/2, β = 1
are approximately 0.044% and 1.0%, respectively,
demonstrating that the present analysis is reliable.
We apply the above scaling method to the

dCDGM model [4], in which a vertex is selected
from randomly chosen m vertices so that the size of
the connected cluster is smallest and the new edge
connects two vertices selected twice with the afore-
mentioned process; the integer value m is fixed and
distinguishes the model as the dCDGM(m) model.
We investigate the dCDGM(m = 2) model. The
same analysis was performed. It is confirmed that
the simulation for the system with N = 1 × 108

to x ≤ 3000 is sufficiently large. The simulation is
performed using these parameters, and 4480 inde-
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Figure 1: Results of P (x, r) for the ER model.
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Figure 2: Scaling plot of P (x, r) for the ER model.

pendent samples are used for averaging. The tran-
sition points and the critical exponent are evalu-
ated as rc = 0.923211(5) and β = 0.056(1), respec-
tively, which are consistent with those of Da Costa
(rc = 0.923207509297(2) and β = 0.05557108(1))
[4].
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Proteins have been widely used as 

therapeutics for various diseases and as enzymes 

for industrial production of useful substances. 

Recently, theoretical design of proteins has 

attracted much attention; however, it is still 

difficult to theoretically design useful proteins. 

To solve this problem, we have designed various 

useful proteins using the Rosetta 3.13 suite [1] 

and have experimentally checked the validity of 

the computational design. 

Magnets are optogenetic tools for 

manipulating protein-protein interactions (PPIs) 

[2]. They consist of pMag and nMag, which 

heterodimerize upon exposure to blue light. 

However, improvement of their binding affinity 

has been demanded. Here we computationally 

designed the Magnets mutants with higher 

pMag/nMag affinity than the original ones by 

theoretical mutagenesis using Rosetta. 

Experiments confirmed that the mutants 

enhanced the dimer affinity. Thus, these 

Magnets mutants may be useful for in vivo 

manipulation of PPIs. 

Severe acute respiratory syndrome (SARS) 

coronavirus 2 (SARS-CoV-2) is an emerging 

virus that causes the pandemic of the 

coronavirus disease 2019 (COVID-19). Since 

the viral infection is caused by the binding of the 

receptor binding domain (RBD) of the spike 

protein of SARS-CoV-2 to the human 

angiotensin-converting enzyme 2 (ACE2) [3], 

we computationally designed a single-chain 

variable fragment (scFv) of an antibody against 

the SARS-CoV-2 RBD using the scFv against 

the SARS-CoV RBD as a template. Experiments 

showed that the designed antibody has a high 

affinity to SARS-CoV-2 RBD comparable to 

that of the antibody medicines for SARS-CoV-2. 

Formation of a ternary complex by 

interleukin-33 (IL-33), interleukin-1 receptor 

accessary protein (IL-1RAcP), and the ST2 

receptor of type 2 innate lymphoid cells is 

responsible for allergic asthma [4]. To develop a 

therapeutic agent for the disease, we are trying 

to computationally design a protein that tightly 

binds ST2 but does not bind IL-1RAcP using IL-
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33 as a template. We have finished designing a 

protein that tightly binds to ST2. Further design 

of the IL-33 mutant that abolishes the binding 

with IL-1RAcP is under way. 

The interaction between the programmed cell 

death protein 1 (PD-1) and the programmed 

death-ligand 1 (PD-L1) is important in 

suppressing T-cell inflammatory activity [5]. To 

develop an inhibitor of the T-cell activity, we 

computationally designed the mutants of a PD-

L1 fragment that tightly bind PD-1. Experiments 

confirmed that some mutants have improved 

affinity with PD-1. We are trying to further 

improve the affinity by multiple mutations. 

Alkane biosynthesis has attracted much 

attention as a promising way of producing 

carbon-neutral bioenergy. A key enzyme for 

cyanobacterial alkane biosynthesis is aldehyde 

deformylating oxygenase (ADO) [6]. We 

computationally designed ~10 mutants of ADO 

that are expected to have high activity. The 

experimental test of the ADO activity is ongoing. 

Understanding protein dynamics is essential 

for improving catalytic activity of enzymes. We 

performed molecular dynamics simulations of 

ADO using the Gromacs 2021.4 program 

package [7]. An initial structure was constructed 

using the AmberTools21 package. The force 

fields for the substrate (aldehyde) and the 

product (alkane) were obtained using 

Antechamber module. The simulations were 

performed for ~800 ns each for the apo form, 

holo (iron-bound) form, substrate-bound form, 

and product-bound form of ADO. We found that 

the product has higher flexibility than the 

substrate inside the protein molecule, thereby 

facilitating the product release. 

Finally, to predict the folding processes of 

proteins, we calculated free energy landscapes 

of multi-domain proteins using the Wako-Saitô-

Muñoz-Eaton model, which is an Ising-like, 

structure-based statistical mechanical model [8]. 

By introducing modifications to the model, we 

succeeded in obtaining the folding pathways and 

intermediates that are fully consistent with 

experimental results. Thus, our method may 

pave the way for solving the folding 

mechanisms of multi-domain proteins that are 

abundant in proteomes. 
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Topological order and quantum operation in

quantum many-body systems
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We developed novel numerical methods by

combining quantum Monte Carlo methods,

tensor-network algorithms, and other opti-

mization techniques and investigated topologi-

cal quantum phase transitions in strongly cor-

related many-body systems and optimization

of quantum operations in quantum computing.

Phase transition in quantum dimer model:

Based on the idea of stochastic series ex-

pansion, we implemented a Monte Carlo al-

gorithm for investigating the phase transi-

tion of the quantum dimer model in an ef-

ficient way to simulate with shorter CPU

time and extended it to simulation on larger

Hilbert space, including monomer-dimer and

monomer-monomer interaction. We obtained

the phase-transition temperature between the

critical and columnar phases by different or-

der parameters by simulations at finite tem-

peratures. We found it vanishes at around

Rohksar-Kivelson (RK) point, while the clas-

sical limit merges smoothly to the value ob-

tained by the classical Monte Carlo.

Tensor-network Markov-chain Monte Carlo:

We developed a novel quantum-inspired

method that combines the tensor-network rep-

resentation of weight function and the sam-

pling scheme based on the Markov-chain

Monte Carlo method. We can remove the

systematic bias due to the finiteness of the

bond dimension in tensor network represen-

tation from the Markov-chain sampling. Fur-

thermore, the statistical error of the sampling

reduces exponentially as increasing bond di-

mension, and we can avoid the negative-sign

problem in quantum lattice models by adopt-

ing a high-precision tensor network renormal-

ization scheme.

Many-body localization in random spin chain:

We study the many-body localization of the

random-field Heisenberg chain using the nested

shift-invert Lanczos method with an iterative

linear solver. We use the minimum residual

method (MINRES) inside each Lanczos iter-

ation. As a probe of many-body localiza-

tion transition, we propose a unitary operator

called the twist operator, which has a straight-

forward interpretation in the real space. We

estimate the transition point of the random-

field Heisenberg chain precisely [1].

Decomposition of multi-qubit gate: We obtain

efficient decompositions of CCZ and CCCZ

gates, typical multi-qubit gates, under sev-

eral qubit connectivities, using the sequential

quantum-circuit optimization algorithm. We

can construct the CCZ gate with only four

CZ-depth when the qubit is square-shaped,

including one auxiliary qubit. In T-shaped

qubit connectivity, which has no closed loop,

we can decompose the CCCZ gate with 17 CZ

gates [2].
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The thermodynamics of the Kitaev model is

of great interest, especially after the charac-

teristic specific heat behavior called a double

peak has been discovered by the Monte Carlo

simulation [1].

We extend their simulation using a new

O(N) calculation method for the Kitaev

model Monte Carlo [2]. We newly employed

the infinite product expansion (iPE) method

instead of the previous Trotter decomposition

method. By this iPE method, we succeeded

in reducing the calculation cost of the Kitaev

model drastically from O(N4) to O(N). As

a benchmark, we did a simulation for the

Kitaev model on the honeycomb lattice and

computed the heat capacity and its double-

peak structure. Using the new algorithm and

a supermassive parallelization in the ISSP

supercomputer, we succeeded in reproducing

the results in [1] within the errorbar (see

Fig. 1). Though currently the calculation

is limited up to the 54-site cluster with an

open boundary, we will eventually extend

this to the large-scale Monte Carlo simulation

up to O(1000)-site simulations. If we also

extend the calculation to three dimensions,

we can potentially discuss the thermodynamic

properties of the vaporization transition in

the three-dimensional Kitaev model, which

was suggested in Ref. [1].

Figure 1: Specific heat data for the N = 54

cluster simulation.
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DMRG algorithm with a full SU(N) implementation
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The density matrix renormalization group

(DMRG) is one of the most powerful numeri-

cal methods for strongly correlated condensed

matter systems. Following the previous work,

we extended DMRG to the case with the

SU(N) symmetry with N > 2, even for two-

dimensional systems. As a killer application,

we simulated the ground state of the SU(4)

Heisenberg model on the honeycomb lattice,

which can potentially be realized in cold

atomic systems and solid state systems like

α-ZrCl3 [2]. We keep up to 12800 SU(4) states

equivalent to more than a million U(1) states.

This supermassive DMRG simulation reveals

the quantum spin-orbital liquid ground state,

which has dubiously been expected for more

than a decade. The methodology developed

here can be extended to any classical Lie

groups, paving the way to a next-generation

DMRG with a full symmetry implementa-

tion [3].
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Previously, we developed parallel cascade 

selection molecular dynamics (PaCS-MD) 

as an enhanced sampling strategy that uses 

cycles of multiple independent MD 

simulations done in parallel to improve the 

chance of biologically rare events occurring 

without external perturbation [1]. PaCS-

MD consists of cycles of several 

independent parallel short all-atom MD 

simulations followed by selecting initial 

structures for the next cycle according to a 

specified quantity. We conducted the 

dissociation simulation of the p53 DNA 

binding domain (p53DNA) from DNA [2]. 

We used the inter-center of mass distance 

(inter-COM distance, d) between p53-DBD 

and DNA as a quantity for ranking the 

snapshots generated in each cycle. By 

repeating a series of cycles for the selected 

top-ranked snapshots (top 10 snapshots), 

dissociation PaCS-MD generates structures 

with larger inter-COM distances than those 

found in the previous cycle, which 

significantly enhances the probability of 

transitions from the bound to unbound 

states. Finally, we repeated the cycles until 

d = 70 Å to complete the dissociation, as 

we can see in the PaCS-MD flowchart in 

Fig. 1

Fig. 1 The flowchart of PaCS-MD

   We successfully generated 75 different 

dissociation pathways of p53-DBD from 

DNA. We used the COM positions of the 

p53-DBD interface residues relative to those 

of DNA to visualize the dissociation 

pathways, as shown in Fig. 2. Inspection of 

the dissociation pathways indicates that the 
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sampled space formed a cone-like shape 

around the DNA. Around 93% of the 

sampling pathways (70 pathways) dissociated 

along the +X and −Y directions (namely, the 

−Y directions), while the other pathways 

moved along +X and +Y directions, which 

only occupy 7% (5 pathways), hereafter 

called the +Y directions. 

Fig. 2 Dissociation pathways of 75 PaCS-

MD trials of p53-DBD from DNA.

Using the Markov state model (MSM), We 

obtained the free energy profile of p53-DBD 

dissociation from DNA and showed the 

projections onto the XY planes, as shown in 

Fig. 3. The global minimum of this profile 

represents the bound state. As discussed 

above, dissociation mainly (93%) occurred 

along the −Y directions on the XY-plane, and 

other dissociations (7%) occurred along the 

+Y directions. As we can see in Figure 4,

during the dissociation process, the PMF 

increased at a higher rate in the bound state to 

achieve convergence (became flat) in the 

unbound region (d ≥ 45 Å). We calculated the 

binding free energy (ΔG°) for this system 

predicted at 11.8 kcal/ mol. This value is very 

close to the binding free energy of p53-DBD 

(residues 94−312) with the consensus DNA 

sequence of −11.1 kcal/ mol measured by 

isothermal titration calorimetry, suggesting

that the calculated free energy profile is 

reasonable.

Fig. 3 Free energy profile mapped onto the 

XY-plane

Fig.4 PMF as a function of X coordinate.
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Proteins are normally folded correctly and 

perform functions that are necessary to sustain 

life. However, when the concentration of 

proteins increases due to aging or other reasons, 

they can aggregate and cause a variety of 

diseases. For example, Alzheimer’s disease, 

which is one type of dementia, is caused by 

amyloid-β (Aβ) peptides, which aggregate into 

spherical oligomers or amyloid fibrils. 

Molecular dynamics (MD) is nowadays a 

standard tool to investigate these systems. 

However, once a conformation gets trapped in a 

local-minimum free-energy state, it is hard to 

escape from there within the time scale of the 

simulation. 

The replica-exchange method (REM), is 

widely used to overcome this difficulty because 

of its convenience. Recently, we proposed the 

replica-permutation method (RPM) and the 

replica sub-permutation method (RSPM) to 

improve the transition ratio of replicas in the 

temperature space. However, the RPM and 

RSPM are not available for general users 

because these methods are implemented only in 

our own molecular simulation programs and 

not in open-source packages. We implemented 

the RPM and RSPM into LAMMPS [1]. 

LAMMPS is an open-source classical MD 

simulation package that can be applied from 

material to biomolecular systems. We used the 

supercomputer at the Supercomputer Center, 

the Institute for Solid State Physics, the 

University of Tokyo to perform benchmark 

calculations for this program. 

In addition, continuing from the last year, 

we performed non-equilibrium MD simulations 

of the destruction process of amyloid fibrils by 

an infrared laser. We first revealed the 

disruption process of Aβ amyloid fibrils [2]. We 

are now performing MD simulations of poly-

alanine amyloid fibrils. We found that poly-

alanine amyloid fibril is less easily destroyed 

by infrared laser than Aβ amyloid fibrils. We 

will try to clarify this difference. 
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Critical phenomena in novel Anderson transitions
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Random quantum systems have no trans-
lational/rotational symmetries, but can have
time reversal, spin rotation, chiral and
particle-hole symmetries. According to these
symmetries, the random quantum systems are
classified to 10 symmetry classes. The three
of them, the so-called Wigner-Dyson classes,
were discovered in 1950’s and 1960’s and have
been well studied. Recent experimental dis-
coveries of topological insulators and Weyl
semimetal (WSM) have inspired extensive re-
search of random systems other than Wigner-
Dyson classes. These 7 new classes contain
discrete chiral or particle-hole symmetries.

Here we have introduced a set of Hamiltoni-
ans for these new classes, where the high ac-
curacy numerical studies of the three dimen-
sional Anderson transition is possible [1]. We
have also studied the novel two dimensional
systems, corresponding to a topological super-
conductor, both analytically [2] and numeri-
cally [3]. We especially focused on the critical
behaviors near the tricritical point, where ordi-
nary insulator, topological insulator and ther-
mal metal phases meet.

When we introduce the non-Hermiticity
to the Hamiltonian, the classification is ex-
tended and the systems are categorized to 38
classes. We have shown that adding the non-
Hermiticity changes the universality class [4],
and show that the transfer matrix method
widely used in the Anderson transitions also
works for non-Hermitian systems [5]. We have
further shown that the critical behaviors of 38
classes are mapped to universality classes for
the 10 Hermitian symmetry classes [6].

Machine learning is now widely used in con-

densed matter physics. We have studied the
various quantum phase transitions by analyz-
ing the wave functions via convolutional neu-
ral network (CNN). The method is adopted
to classify wave functions obtained via density
functional theory, which is applied to study the
metal-insulator transitions in doped semicon-
ductors [7]. In addition, using the long-short
term memory network (LSTM), we have an-
alyzed the time series of diffusion motion of
quantum particles in kicked rotors. The model
is equivalent to the Anderson model, where the
dimensions of the Anderson transition is con-
trolled by the modulation of the kick strength.
We have drawn the phase diagram of higher di-
mensional Anderson transitions by LSTM [8].
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We consider frustrated J1-J2 Ising model on

the square lattice which Hamiltonian is given

by

H = J1
∑
⟨i,j⟩

σiσj + J2
∑
⟨⟨i,j⟩⟩

σiσj ,

where ⟨i, j⟩ and ⟨⟨i, j⟩⟩ denote the summation

over the nearest and the next-nearest neighbor

pairs, respectively. Spins are Ising-like vari-

able, σi = ±1 and J1 < 0 and J2 > 0 de-

note ferromagnetic and antiferromagnetic in-

teractions, respectively. The parameter of the

system is given by g = J2/|J1|. This model

exhibits criticality with varying exponents as

the parameter g changes. This behavior is

believed to be Ashkin-Teller (AT) universal-

ity class. The AT-like behavior will end at

some points g∗, and the phase transition be-

comes the first-order for 1/2 < g < g∗. The

end-point is predicted to be 4-state Potts uni-

versality class. However, the localtion of the

end-point g∗ varies from study to study. Fur-

thermore, whether the phase transition in the

range 1/2 < g < g∗ is a first-order transition

or a continuous transition is under debate [1].

Since the interactions of this model involves

frustration, the cluster algorithm cannot be

applied. Therefore, we apply non-equilibrium

relaxation (NER) method to analize the criti-

cality of this model.

We first observe the non-equilibrium relax-

ation of the order parameter. The stripe order

of this system is defined as follows,

mx ≡ 1

N

∑
i

(−1)xiσi, my ≡ 1

N

∑
i

(−1)yiσi,

where (xi, yi) are the coordinates of the i-th

spin on the lattice. Then the magnetizaiton is

given by m2 = m2
x+m2

y. The order parameter

decays exponentially in the disordered phase,

converges to a constant in the ordered state,

and exhibits power-law decay at the critical

point. Then we can identify the critical point

from the non-equilibrium behavior of the pa-

rameter. We determine the critical exponents

from the non-equilibrium fluctuation of oberv-

ables [2]. The location of Potts point is deter-

mined to be g∗ ∼ 0.58. From the numerical

analysis, the phase transition is continuous for

1/2 < g < g∗ and we did not find any signs of

the first order transition. We are currently an-

alyzing the behavior of ordered structure under

the fields, and we confirm the existence of a ne-

matic phase. The identification of the nature

of the phase transition is a subject for future

work.
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Structure and mechanical properties of crystalline

polymers absorbing water molecules
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We have studied soft matter by molecular

simulations and revealed the fracture processes

of semicrystalline polymers [1] for the improve-

ment of the toughness and dynamics of lipid

bilayers [2] as a model system for biological

membranes.

This year, self-assembly processes of am-

phiphilic molecules were studied by dissipa-

tive particle dynamics (DPD) [3] simulations

on systems B and C using the LAMMPS

program [4]. We revealed that two differ-

ent molecules were self-sorted or mixed and

the processes depended on the hydrophobic

length [5].

Furthermore, we studied the adsorption and

absorption processes of water molecules to

crystalline polymers by coarse-grained molecu-

lar dynamics simulation. Water molecules are

represented as a sphere in the simulation. The

attractive interaction between water and poly-

mer spheres is sufficiently strong to treat poly-

mers as hydrophilic. Figure 1 shows a snapshot

at 10 ns and the number of adsorbed water

molecules to polymers along the cell axis. Wa-

ter molecules selectively attach to and absorb

into amorphous layers. The tendency is the

same as that in the different surfaces, where

the water sphere selectively absorbs into amor-

phous parts. In the hydrophilic semicrystalline

polymers, the absorption of water into amor-

phous parts leads to the gain of attractive in-

teraction compared to that into crystal parts.

Figure 1: Adsorption and absorption processes

of water molecules to polymers. Number of

adsorbed water molecules to polymers along

the cell axis.
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Majorana-mediated spin transport in Kitaev model

Akihisa Koga
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Spin transport has recently attracted much

interest. One of the interesting examples is the

spin transport in the Kitaev model [1]. In the

model, quantum spins are fractionalized into

itinerant Majorana fermions and local fluxes

due to quantum many-body effects. Due to the

existence of the local conserved quantities, spin

moments never appear in the ground state.

Nevertheless, the itinerant Majorana fermions

carry the spin excitations and the spin trans-

port is realized without spin oscillations. Since

Majorana and flux excitations have distinct en-

ergy scales, it is highly desired to clarify how

stable such a Majorana-mediated spin trans-

port is against thermal fluctuations.

Figure 1: Kitaev model with armchair edges.

Green, red, and blue lines indicate x-, y-, and

z-bonds, respectively. The static magnetic

field hR is applied in the right region, and no

magnetic field is applied in the middle region.

Time-dependent pulsed magnetic field is intro-

duced in the left region.

Motivated by this, we deal with the Kitaev

model with armchair edges, which is shown in

Fig. 1, and consider the spin transport at fi-

nite temperatures. Applying the thermal pure

quantum state method to the 28-site cluster,

we examine the dynamics of the system af-

ter the magnetic pulse is introduced at the

left edges. When T ∼ TL, where TL corre-

sponds to an energy scale of local flux, larger

oscillations in the spin moments are induced in

the other edge, compared to the results at the

ground state. At higher temperatures, excited

Z2 fluxes disturb the coherent motion of the

itinerant Majorana fermions, which suppresses

the spin propagation. Our results demonstrate

a crucial role of thermal fluctuations in the

Majorana-mediated spin transport [2].

∆Sz

T/J=0.5
T/J=0.2

T/J=0.1

T/J=0

T/J=0.01 T/J=0.05

T/J=0.03

tJ

Figure 2: Real-time evolution of the change in

the local magnetization in the right edge.
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Diagonalization (COMPARED) 
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Development of accurate numerical solvers 

for quantum many-body systems is one of the 

central issues in the field of computational 

materials sciences. To achieve this goal, the 

exact diagonalization method has been widely 

used for benchmarks on the systems smaller than 

50 sites because this method enables us to obtain 

numerically exact results in the systems with 

arbitrary interactions. Although most numerical 

data obtained by the exact diagonalization 

method are available on articles, these 

representations such as definition of the 

Hamiltonians and the display digits of the results 

are dependent on the articles. Therefore, it is 

desirable for construction of database to easily 

check and obtain the exact diagonalization 

results without definition of notations. 

In this project, we have constructed an open 

database for exact diagonalization results, which 

is called “COMPutation ARchive of Exact 

Diagonalization (COMPARED)” [1]. This 

database has been available on the ISSP data 

repository under the CC BY 4.0 license [2]. As a 

generator of the exact results, we use open-

source software HPhi [3], which supports 

MPI/OpenMP hybrid parallelization to achieve 

highly efficient simulations on supercomputers. 

Although this parallelization is efficiently done 

for large system sizes such as 36 sites of 

quantum spin systems, it is not for single 

parameter set for small system sizes. To generate 

data for small system sizes, we develop a python 

tool which performs HPhi’s simulations 

parallelly. This tool parallelizes input parameter 

sets and performs the simulations independently 

for each parameter set. Now we have released 

more than 20 million data focused on the 

energies of the ground state and the first excited 

state on quantum spin systems with small system 

sizes [2]. We will upload the results for large 

systems and electron systems. 

This project has been done in collaboration 

with Kazuyoshi Yoshimi and Yuichi Motoyama. 
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Ground state and dynamical properties of the

J1-K-Heisenberg model on the square lattice
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1919-1 Tancha, Onna-son, Okinawa 904-0495

In the absence of conventional magnetic or-

der of spin-dipolar moments, ordering with

higher-order moments like spin-quadrupoles

may occur. Such spin-quadrupolar—or spin-

nematic (SN)—order was found theoreti-

cally in spin-1 model with biquadratic spin-

exchange [1].

Magnets with spin-12 degrees of freedom,

however, can only exhibit a SN states if two

spin-12 are combined into an effective spin-1 [2].

In fact, such SN states on bonds has theoreti-

cally been observed in frustrated ferromagnets

on the square lattice with dominant ferromag-

netic Heisenberg exchange, J1, antiferromag-

netic next-nearest neighbor exchange, J2, and

cyclic permutation, K. It was found that the

condensation of a two-magnon bound state, at

strong magnetic fields along the z-axis, can sta-

bilize a phase with bond-nematic order [3].

Experimentally, the nature of such a ground

state is intrinsically difficult to verify, due to

the lack of probes that couple directly to the

spin-quadrupole moments. Instead, it is nec-

essary to examine the dynamics of a SN: A

continuous symmetry for the director of a spin-

quadrupole remains, that give rise to a gapless

Goldstone mode [4, 5].

We started by studying the square-lattice

frustrated J1-K model [2],

H = J1
∑
〈i,j〉

S · S (1)

+ K
∑

(i,j,k,l)

(
Pijkl + P−1ijkl

)
+ hz

∑
i

Sz
i ,

where J1 represents dominant ferromagnetic

0.0
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Figure 1: Ground-state of the square-lattice

J1-K-model in a magnetic field at fixed K/|J1|.
Different system sizes, geometries, and meth-

ods (iDMRG,high-field ED) are compared.

Heisenberg exchange between nearest neigh-

bor spins, K the cyclic ring exchange around

squares, and hz the Zeeman coupling to a mag-

netic field along the z-axis.

Using iDMRG and the matrix product states

(MPS) framework as well as a recently devel-

oped exact diagonalization method near sat-

uration [6], we confirm the existence of the

bond-nematic phase in an extended range of

K/|J1|. In utilizing different methods com-

bined with different geometries, we can assess

possible finite-size effects, cf. Fig. 1. Over-

all we find a good agreement between high-

field ED on symmetric clusters and iDMRG

on cylindrical geometries with a circumference

of Lcirc = 6 sites.

A significant amount of computational re-

sources has been spent on mapping out the
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Figure 2: Phase diagram of the square-lattice

J1-K-model in a magnetic field obtained with

iDMRG using Lcirc = 6 sites circumference.

entire phase diagram using a cylinder with

Lcirc = 6, cf. Fig. 2. The bond-nematic

phase is sandwiched between high-field polar-

ized and 4-sublattice AF phase. Additional

phases (Neél, non-dipolar) occur for large K.

Given the ground state wave function as an

MPS, dynamical properties can then be stud-

ied by applying a time-evolution unitary U(dt)

represented as a matrix product operator. In

doing so, we observe the condensation of two-

magnon bound state at the corresponding wave

vector of the SN state. Within the SN phase,

we observe (1) the magnon-like excitation that

remains fully gapped, and (2) a gapless mode

with vanishing spectral weight in the dipolar

structure factor and in the q → 0 & ω → 0

limit as predicted by prior mean-field stud-

ies, cf. Fig. 3. We do, however, observe rele-

vant qualitative differences most prominent in

the dynamical quadrupole-structure factor. Its

origin is currently under investigation.
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Numerical Diagonalization Study on Quantum Phase

Transitions of Frustrated Spin Systems
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and Tokuro SHIMOKAWA3

1Graduate School of Science, University of Hyogo,

Kouto, Kamigori, Hyogo 678-1297, Japan
2National Institute for Quantum Science and Technology,

SPring-8, Kouto, Sayo, Hyogo 679-5148, Japan
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Onna-son, Okinawa 904-0495, Japan

1 Magnetization plateau of

the distorted diamond spin

chain with anisotropic ferro-

magnetic interaction

The S = 1/2 distorted diamond spin chain

with the anisotropic ferromagnetic interaction

is investigated using the numerical diagonal-

ization and the level spectroscopy analysis. It

is known that the system exhibits a plateau of

the magnetization curve at the 1/3 of the satu-

ration. The present study indicates that as the

anisotropy is varied the quantum phase transi-

tion occurs between two different mechanisms

of the 1/3 magnetization plateau. The phase

diagram with respect to the anisotropy and the

ferromagnetic coupling is also presented[1].

2 Magnetization process of

the S=1/2 Heisenberg an-

tiferromagnet on the floret

pentagon lattice

We study the S = 1/2 Heisenberg antifer-

romagnet on the floret pentagonal lattice by

numericaldiagonalization method. We found

that magnetization plateaux appear at one-

ninth height of the saturation magnetization,

at one-third height, and at seven-ninth height.

The magnetization plateaux at one-third and

seven-ninth heights come from interactions

linking the sixfold-coordinated spin sites. A

magnetization jump appears from the plateau

at one-ninth height to the plateau at one third

height. Another magnetization jump is ob-

served between the heights corresponding to

the one third and seven-ninth plateaux; how-

ever the jump is away from the two plateaux,

namely, the jump is not accompanied with any

magnetization plateaux[2].
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Numerical Diagonalization Study on Magnetization

Process of Quantum Spin Chain with the

Biquadratic Interaction
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1Graduate School of Science, University of Hyogo,
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Okinawa Institute of Science and Technology Graduate University,
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1 Quantum spin nematic liq-

uid in the S=1 antiferro-

magnetic chain with the bi-

quadratic interaction

The magnetization process of the S = 1 an-

tiferromagnetic chain with the biquadratic in-

teraction is invesitgated using the numerical

diagonalization. As a result, it is found that

the quantum spin nematic liquid phase appears

below the saturation magnetization for suffi-

ciently large negative biquadratic interaction.

The ground state phase diagram is also pre-

sented. [1].

2 Field-Induced Quantum

Spin Nematic Liquid Phase

in the S=1 Antiferromag-

netic Heisenberg Chain

with Additional Interac-

tions

The S = 1/2 distorted diamond spin chain

with the anisotropic ferromagnetic interaction

is investigated using the numerical diagonal-

ization and the level spectroscopy analysis. It

is known that the system exhibits a plateau of

the magnetization curve at the 1/3 of the satu-

ration. The present study indicates that as the

anisotropy is varied the quantum phase transi-

tion occurs between two different mechanisms

of the 1/3 magnetization plateau. The phase

diagram with respect to the anisotropy and the

ferromagnetic coupling is also presented[2]
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A proximate Tomonaga-Luttinger state in the S=1/2 Kitaev- 

model on a Honeycomb Lattice

Takafumi SUZUKI 

Graduate School of Engineering, 

University of Hyogo, Shosha, Himeji, Hyogo 670-2280 

We have investigated the ground-state phase 

diagram and the dynamical properties of the 

S=1/2 Kitaev- model [1] on a honeycomb 

lattice by the numerical exact diagonalization 

(ED) method and the density-matrix-

renormalization-group (DMRG) method. The 

S=1/2 Kitaev-  model on a honeycomb lattice 

was proposed as the effective model of the 

honeycomb-lattice magnet, -RuCl3. The 

ground-state phase diagram of this model with 

the isotropic coupling strength has been much 

studied because of the simplicity of the model. 

However, the anisotropy of the coupling 

strength exists in -RuCl3, which originates 

from the reduction of the lattice symmetry, and 

the effect of the anisotropy has not been fully 

understood yet.  

In the previous study, we reported the partial 

ground phase diagram of the S=1/2 Kitaev- 

model on a honeycomb lattice shown in Fig. 1   

and indicated that the dimerized phase, which 

appears in the isolated dimer limit (d =∞), can 

survives up to the isotropically interacting 

model (d=1), when the Kitaev interaction and 

the  interaction are negative and positive 

respectively [2]. In this study, we investigated 

the ground-state phase diagram in 0≤d≤1 [3]. 

We find that a proximate Tomonaga-Luttinger 

liquid (pTTL) is expected in the ground state 

with the negative Kitaev interaction and the 

positive  interaction (). This pTTL becomes 

the Tomonaga-Luttinger liquid (TLL) in the 

spin chain limit (d=0), which was pointed out 

in ref. [4]. When the condition, /|K|=1 (K<0), 

is satisfied at d=0, the model is mapped on the 

antiferromagnetic Heisenberg chains and 

recovers the hidden SU(2) symmetry [4]. Thus, 

a gapless linear excitation derived from spinon 

excitations appears in the low-energy excitation. 

These characteristics is also observed in the 

low-energy excitation of the pTTL phase. From 

the ED calculations for the N=24 site cluster 

with the C3 symmetry of the lattice, we find 

that the pTTL phase can survive up to d=1. 

Next, we calculated the temperature 

dependence of the specific heat to investigate 

the emergence of the Majorana fermions in the 

vicinity of d=1 and =0. At d=1 in 0 ≤ /|K|, 

the presence of the double-peak structure was 

indicated in ref. [5]. We find that the higher-

temperature peak at d=1 corresponds to the 

prominent single peak in the spin chain limit 

and the lower-temperature peak rapidly 

develops in the vicinity of d=1. This means that 

the spinon-like excitation is continuously 

converted into the Majorana excitation. 

Fig. 1: Anisotropically interacting Kitaev- 

model. The coupling strength on the X/Y bond 

is unity and d is the ratio of the coupling 

strength on the Z bond against that on the X/Y 

bond.  
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Hybrid Simulations on Fluid-Viscoelastic Membrane System 
Using Multi-Scale Simulation Platform for Complex Fluids 
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We develop general multiscale simulation 

methods for inhomogeneous complex flows in 

viscoelastic fluids and elastoplastic solid.  For 

such multiscale simulations, a general-purpose 

platform named Multis-Scale Simulation 

Platform for complex flows (MSSP) was 

developed by the present authors [1].  In our 

MSSP, the macroscopic flow is simulated by 

smoothed particle hydrodynamics (SPH) 

method, to which the microscopic information 

is introduced through a microscopic molecular 

dynamics (MD) simulator embedded in each of 

the SPH particles.  

We simulate a viscoelastic flow of a dilute 

polymer solution passing through an obstacle 

and clarify the role of added polymers.  To 

accurately simulate large scale dynamic flow 

patterns behind the obstacle, such as Karman 

vortex street, it is essential to use a large-scale 

system, where the flow velocity and velocity 

gradient are highly inhomogeneous.  To avoid a 

large computational cost as well as a large 

unbalance in the computational load on the 

computer nodes, we proposed a hybrid method 

where we switch the MD simulators with 

simpler constitutive equations for the SPH 

particles with smaller velocity gradient.  A 

preliminary result using linear viscoelastic 

constitutive equation was developed during the 

previous project in 2020 [1].  In the present 

project, we extended this hybrid method to 

nonlinear viscoelastic constitutive model.   

Figure 1 shows the flow pattern around the 

separation point on a cylindrical obstacle, 

where the red SPH particles contains particle 

MD simulators while blue SPH particles 

contain nonlinear constitutive equations.  We 

can confirm that the switching is successfully 

implemented and 97% of 1,600,000 SPH 

particles are simulated with constitutive model. 
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Fig.1  MSSP simulation of a polymer 
flow around a cylindrical obstacle.  
Bars attached to the particles show 
the average elongation and its 
direction of the polymer chains. 
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Thermal effects on quantum frustrated magnetisms 
 

Tokuro Shimokawa 
Theory of Quantum Matter Unit, Okinawa Institute of Science and Technology Graduate 
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Quantum frustrated magnets are well-known 

sources of exotic states of matter, but 

investigating their true nature, particularly at 

finite temperatures, is still a demanding and 

challenging problem. This fiscal year, we 

have focused on the following topics with the 

ISSP supercomputer. 

1) S=1/2 breathing bilayer kagome (BBK) 

magnet for Ca10Cr7O28 

 Ca10Cr7O28 is a newly quantum spin liquid 

(QSL) material, and the effective 

Hamiltonian was proposed as an S=1/2 BBK 

Heisenberg model. A recent semi-classical 

study [1] supported the scenario of a QSL 

ground state in this material and suggested 

possible realizations of exotic low-

temperature multiple-q states in fields. But 

the true nature of the multiple-q states wasn’t 

uncovered yet because of the difficulty of 

treating large systems.  

We alternatively treated a classical J1-J2 

Heisenberg model on the honeycomb lattice 

model, which could also be considered an 

effective model for Ca10Cr7O28 to investigate 

the thermodynamic properties of the 

multiple-q states. Our large-scale Monte 

Carlo simulations succeeded in identifying 

them; we found that one of them is an 

intriguing six sub-lattice (anti) skyrmion-

lattice state with topological nature. 

 2) High-field exact diagonalization code 

development and the low-T physics in the 

S=1/2 J1-K square-lattice model 

We developed an exact diagonalization code, 

quantum spin solver near saturation (QS3), as 

an open-source software [2]. Using this high-

field ED code, we investigated the low-T 

phase diagram of the S=1/2 square-lattice 

Heisenberg model with a ring exchange 

interaction (J1-K model). 

 Our ED calculations revealed the existence 

of several ordered/disordered states in fields. 

Especially in the high-field regime around 

K/J1~0.5, we clarified the realization of a 

bond-nematic state without any 

approximation to our Hamiltonian. We also 

computed the dynamical spin/quadrupole 

structure factors for future neutron scattering 

measurements on candidate materials. 
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Steady states realized by a global thermodynamic

balance in nonequilibrium

Naoko NAKAGAWA
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First-order phase transition and the separa-

tion of the phases have attracted scientific in-

terests from various points of view, not only

from physics but also from the biological mech-

anism. The phase coexistence induces some-

times complicated and singular properties to

the system even though the bulks of respective

phases may behave rather ordinary.

In this project, we work on particle systems

interacting via a Lennard-Jones potential

V (r) = 4ϵ

[(
σ

r

)12

−
(
σ

r

)6
]
+ ϵ,

with a diameter σ of each particle and a cou-

pling strength ϵ, which have been a standard

model for numerical experiments. By choos-

ing the total energy and the number density of

the system appropriately, the system shows a

liquid-gas transition. See Fig. 1 for the case of

N = 5 × 104. We also used Weeks-Chandler-

Andersen (WCA) potential when we want to

avoid the liquid-gas transition.

Our most interest is the liquid-gas coexis-

tence in heat conduction. Due to the steady

heat current, the coexistence pattern of the liq-

uid and gas becomes much more stable com-

pared with equilibrium systems. The local

states around the liquid-gas interface become

observable due to the induced stability. We

here notice that the rich behaviors related to

the first-order transition are often observed in

complex systems such as mixtures and dense

solutions. Their response to a nonequilibrium

driving will be of great interest. To initi-

ate them, we start with the construction of a

method to know their thermodynamic proper-

ties in equilibrium. The details of the results

follow.

We derived a formula for determining the

mixing free energy for two-component fluids.

The formula is numerically verified with a good

accuracy by the molecular dynamics simula-

tion using the LAMMPS package installed in

the supercomputers at ISSP. We have com-

pared two kinds of protocols creating a mixture

of two pure substances. One is traditional pro-

tocol and the other is a protocol with ”alchem-

ical change” of molecules, which may be valid

only in numerical experiments. We calculated

the free energy changes of the two protocols by

adopting the Jarzynski equality and informa-

tion thermodynamics. The comparison of the

two results in a formula for the mixing Gibbs

free energy ∆mixG as

∆mixG = −kBT ln

 N !

n!(N − n)!ρX(n)

⟨e−βŴ(#)⟩
⟨e−βŴ(ii)⟩

 ,
where n and N − n are the numbers of parti-

cles for the two components and ρX(n) is the

number density of the first component in the

region x < X. Ŵ(#) is the work in each tra-

jectory according to the alchemical process to

create a mixture from the first pure substance,

whereas Ŵ(ii) is the work according to the al-

chemical process to create the second from the

first pure substance.

By applying the above formula, we examined

∆mixG for the mixture of argon and krypton.

By changing the mole fraction of the krypton,
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the system shows liquid-gas transition for a

fixed temperature and pressure. The proper-

ties of the transition are well characterized in

the calculated ∆mixG as a double-well-shaped

function. The violation of convexity is likely

due to the finiteness of the system.

We have used the L4 CPU of System B with

4 nodes in 512 parallel computation using MPI

for the calculation of 104 particles, the L16

CPU of System B with 16 nodes in 2048 paral-

lel computation using MPI for the calculation

of 5 × 105 particles, the L72 CPU of System

B with 72 nodes in 9216 parallel computation

using MPI for the calculation of 8× 106 parti-

cles.
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Figure 1: Snapshot of the particles interacting

with Lennard-Jones potential in heat conduc-

tion. The system with N = 5× 105 exhibits a

sharp liquid-gas interface.
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Scrambling in quantum many-body systems 

 

Masaki TEZUKA 

Department of Physics, 

Kyoto University, Kitashirakawa, Sakyo-ku, Kyoto 606-8502 

 

Strongly correlated models realizable in 

condensed matter systems with possible 

holographic correspondence to gravitational 

systems including black holes have received 

much attention in the recent years. Of 

particular interest are scrambling and chaotic 

dynamics. The scrambling phenomena in 

quantum systems is delocalization of quantum 

information and has been discussed as the 

formation of quantum error correction (QEC) 

code. Thus, we have been trying to study 

scrambling and effect of dissipation in 

quantum many-body systems, toward 

experimental demonstration in condensed 

matter systems such as ultracold atoms. 

The Sachdev-Ye-Kitaev (SYK) model is a 

model of Majorana fermions with all-to-all 

four-fermion interactions obeying the 

Gaussian distribution. It has an analytic 

solution in the limit of large number of 

fermions and is maximally chaotic at low 

temperatures. We have previously studied the 

effect of a random hopping term, two-fermion 

interactions, added to the model [1]. The 

maximally chaotic behavior is lost and the 

spectral statistics turns to an uncorrelated one. 

Furthermore, the localization transition is a 

Fock-space localization, a type of many-body 

localization, and quantities such as the 

location of the transition point, the moments 

of the eigenstate wavefunctions, and bipartite 

entanglement entropy have been obtained 

analytically with numerical confirmation [2]. 

A “sparse” version of the SYK model, in 

which the number of interaction terms is on 

the order of the number of fermions, instead 

of all the choices of four-fermion subsets, 

have been proposed a few years ago. 

To quantify the scrambling properties of 

these models, we have studied the QEC 

capabilities of the unitary time evolution 

according to their Hamiltonians according to 

the Hayden-Preskill protocol [3]. In this 

protocol, the unknown quantum state thrown 

into a quantum many-body system is decoded 

by a person who, knowing the initial state of 

the remainder of the system and the time 

evolution, obtains the quantum state of some 

of the qubits comprising the system, and the 

error estimate for the time evolutions obeying 

the circular unitary ensemble (CUE) is known. 

Using the ISSP Supercomputer, we 

analyzed the spectral statistics of a further 

simplification of the sparse SYK model [4]. 

Also, we numerically observed that while for 

the sparse SYK models, the QEC error 

estimate approaches the CUE value as soon as 

the spectral statistics becomes random-matrix 

like, for the case of two-fermion interactions, 

the departure from the CUE value is observed 

before the Fock space localization occurs [5]. 
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Investigation of the molecular origins of the mechanical and 
thermal properties of realistic biopolymers using all-atomistic 

molecular dynamics 
 

Okazaki Susumu 
Department of Advanced Materials Science, 

The University of Tokyo, Kashiwa-no-ha, Kashiwa, Chiba 277-8581 
 

Mechanical and thermal properties of 

biopolymers, PBI and its three copolymers 

PBO-co-PBI, PBI-co-PBO-co-pPA, and PBI-

co-PBO-co-mPA, have been investigated based 

on all-atomistic molecular dynamics (MD) 

calculations to clarify molecular mechanism of 

fracture and glass transition of the polymers. We 

also investigated regular polymers, PC and 

PMMA [1], as a reference system. The 

calculations have been conducted on the 

supercomputers at ISSP using a MD software 

MODYLAS [2] developed by our group.  

Modulus of elasticity, yielding stress, and 

fracture stress were studied in detail. The 

biopolymers showed the high modulus of 

elasticity at short strain followed by the high 

yielding stress and ductility showing strong 

strain hardening at large strains after the 

yielding point.  

The biopolymers investigated here all 

exhibited very high glass transition 

temperatures at 800 K – 900 K. The 

temperatures are higher than their pyrolysis 

temperatures. These high glass transition 

temperatures are from hydrogen bonds among 

polymer chains forming network structures.  

We also investigated the microscopic origins 

of the stress causing the elastic deformation, 

yield point, strain softening, and strain 

hardening observed in PC and OMMA, by 

decomposing the stress into contributions from 

various energetic energy terms. Our analysis 

showed that the stress of the fracture process is 

mainly determined by the bond, angle, and vdW 

terms, in addition to the system alignment in the 

pulling direction. In the elastic region, almost 

the entire system experiences affine 

deformation despite the existing local 

heterogeneous deformation in the later elastic 

region. As the deformation of the entanglement 

network begins, the stress on the bonds and 

angles rapidly increases.  
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Simulations of quantum-classical-hybrid algorithms for 
sensor materials with considering noise 

 
Wataru Mizukami 

Center for Quantum Information and Quantum Biology, Osaka University, Osaka 560-0043, 

Japan 
 

The development of quantum computers has 

made significant progress in recent years:  

quantum computers with dozens or a hundred 

qubits have been built. We now expect to see 

quantum devices with hundreds or thousands of 

qubits near future. Such quantum computers are 

often called noisy-intermediate scale quantum 

devices (NISQs) since they do not have quantum 

error correction functionality. There have been 

intensive research efforts currently underway to 

exploit the computational potential of NISQs.  

One promising algorithm for NISQs is the 

quantum-classical hybrid algorithm, which can 

operate even in the short coherence time of a 

NISQ. Among them, the variational quantum 

eigensolver (VQE) can be applied to first-

principles calculations of materials or molecules. 

We are targeting applying the VQE to practical 

problems in material science. In particular, we 

aim to use the VQE for analyzing materials used 

in sensors. In this study, we use a quantum 

circuit simulator rather than real quantum 

computers to develop a new quantum-classical 

hybrid algorithm and validate it. The reasons we 

employ such an emulator are the following: the 

number of NISQs is limited at this moment; their 

use charges high fees; error rates of today’s 

NISQs are still too high. Last year, we built a 

framework to efficiently emulate quantum 

circuits with (deplolarsing) noises using the 

supercomputer of the ISSP.                                                                         

This year, we worked on improving the 

efficiency of the quantum circuit optimization 

part in the VQE. We parallelized the gradient 

evaluations of the VQE’s cost function with 

respect to the quantum circuit parameters, using 

MPI. We tested our implementation by 

computing the H2O molecule with the 6-31G 

basis set. The benchmark calculation used a 

minimum of 128 cores and a maximum of 9216 

cores. The observed parallelization efficiency 

was 75% with 4608 cores, relative to the 

execution time with 128 cores. 

Moreover, we developed a method to 

consider solvation effects within the framework 

of the VQE. This was achieved by combining the 

VQE and 3D-RISM, an integral equation theory 

of molecular liquids. This method was used to 

investigate the impacts of solvents on the 

computational cost of quantum computing. Our 

calculations indicate that solvation effects 

virtually have no impact on it. 
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Molecular Dynamics Simulation of Stress Induced 
Crystallization in Robust-Toughening Hydrogel 
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Institute for Solid State Physics, 
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In this project, we studied 

crystallization of polymer chains in 

slide-ring gels under stretching by 

means of coarse-grained molecular 

dynamics simulation.   In addition, we 

performed a full-atomistic molecular 

dynamics simulation of the melting 

process of stretched polymer crystals in 

water.  

 

Coarse-Grained Molecular Dynamics 

Simulation of Strain-Induced Crystalli-

zation of Slide-Ring Gel 

In this study, uniaxial elongation 

simulations of slide-ring gels were 

performed using coarse-grained 

molecular dynamics simulation [1]. In 

order to investigate the strain-induced 

crystallization of slide-ring gel which is 

observed in experiments [2], we 

introduced attractive interaction 

between polymer chains. Fig. 1 shows 

stress-extension ratio curve of a fixed 

crosslink (FC) gel and slide-ring (SR) gel 

with the same cross-linking density. SR 

shows smaller stress than FC gel 

because of the slidability of the cross- 

  

 

Fig. 1 Stress-extension ratio relation of 

fixed crosslink gel and slide-ring gel.  

 

links. 

   Further analysis was performed to 

clarify aggregated structure under 

stretching. We calculated scattering 

function of SR gel before and after 

stretching. At the extension ratio λ=12, 

scattering function shows a circular 

peak on 𝑞௭ ൌ 0 σିଵ  plane at ට𝑞௫
ଶ ൅ 𝑞୷

ଶ ൌ

 6 σିଵ. The peak suggests the formation 

of aggregate structures in which 

polymer chains are aligned in the 

direction perpendicular to the 

elongation.  
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Fig. 2 Snapshots of a scattering function 

of SR gel at (a) λ=1 (b) λ=12 

 

A region of neatly aligned polymer 

chains was extracted from the network, 

and the scattering function was 

calculated for the region. As a result, we 

observed spot peaks corresponding to a 

body-centered orthorhombic lattice 

crystal structure, as shown in Fig. 3. 

This indicates that the slidability of the 

cross-linking points equalizes the chain 

deformation and enhances the strain-

induced crystallization. 

 
Fig. 3 Body-centered orthorhombic 

lattice crystal structure observed in SR 

gel at =12. 

 

 

 

Analysis of Dissolution Process of 

Extended Polyethylene Glycol Crystal 

in Water 

   The reversibility of the strain-induced 

crystallization of PEG chains in water 

allows the tough hydrogel to rapidly 

recover from mechanical stress. To 

understand the dissolution process of 

extended PEG chain crystal in water, 

all-atom MD simulation was carried out. 

GROMACS 2016.5 [3] was used as 

simulation software. We investigated 

the dissolution process of helical PEG  

chain crystal and zigzag PEG chain 

crystal under stretching in water. For 

helical chain crystal, the crystal partly 

remain after 200 ns even at no 

elongation force. On the other hand, 

zigzag chain crystal dissolves faster 

than the helix chain crystal. 
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Molecular dynamics study of shear-induced

long-range correlations in simple fluids

Hiroyoshi Nakano

Department of Applied Physics and Physico-Informatics, Keio University

Yokohama, Kanagawa 223-8522, Japan

We studied a nonequilibrium long-range cor-

relation (LRC) in simple fluids using a molec-

ular dynamics (MD) simulation. The nonequi-

librium LRCmeans that same-time spatial cor-

relations of locally conserved quantities exhibit

power-law decays due to a lack of detailed

balance condition [1]. It is known to be one

of the general features of nonequilibrium sys-

tems with conserved quantities and anisotropy.

Because in equilibrium the LRCs are specific

to the critical phenomena, the nonequilibrium

LRCs observed far from the critical points

have been extensively studied as the novel

phenomena induced by nonequilibrium condi-

tions. However, the almost all of research

have been performed using phenomenological

models such as fluctuating hydrodynamics and

stochastic lattice gases. Indeed, there are few

attempts to directly observe the nonequilib-

rium LRCs and examine their nature from un-

derlying molecular systems.

In the present study, with the aim of di-

rect observation of the nonequilibrium LRCs,

we focused on the simple fluids under uni-

form shear flow and performed the MD

simulation [2]. All the MD simulations

were performed by LAMMPS (Large-scale

Atomic/Molecular Massively Parallel Simula-

tor) [3, 4]. The schematic illustration of our

system is given in Fig. 1. The particles inter-

act via the Weeks–Chandler–Andersen (WCA)

potential. The shear flow is imposed by using

the Lees–Edwards boundary condition along

the z-axis. Along the x and y-axes, the stan-

Figure 1: Schematic illustration of shear flow.

dard periodic boundary conditions are im-

posed. To maintain a constant temperature T

under shear flow, the dissipative particle dy-

namics (DPD) thermostat is used. Thus, in

the steady state, the following averaged ve-

locity profile ⟨v(r)⟩ss = (γ̇z, 0, 0) is realized,

where ⟨·⟩ss denotes time average in the steady

state and the ensemble average over different

noise realizations, and γ̇ is shear rate.

We observe the same-time correlations of

momentum fluctuations in the steady state.

The momentum fluctuations are given by

δg(r, t) =
N∑
i=1

pi(t)δ(r − ri(t))− ⟨v(r)⟩ss, (1)

where ri(t) and pi(t) are, respectively, the po-

sition and momentum of ith particle at time

t. Then, the same-time correlations of mo-

mentum fluctuations are given by Cαβ(r, r
′) =

⟨δgα(r, t)δgβ(r′, t)⟩ss, where α, β = x, y, z.

We plot the Fourier transform of Czz(r, r
′)

in Fig. 2. Because our system has the spe-
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Figure 2: Czz(kx, ky = kz = 0) for several system sizes Lz = 32σ, 64σ, 128σ, 256σ, 512σ, 1024σ.

The color circle points represent the MD simulation results, and the black square points the

results calculated from the fluctuating hydrodynamics.

cial Galelian invariance, the Fourier trans-

form of Czz(r, r
′) is given as Czz(k) =∫

d3rCzz(r,0)e
−ik·r. In Fig. 2, Czz(kx, ky =

kz = 0) for different Lz is presented. The other

parameters are set to Lx = 1024σ, Ly = 32σ,

and γ̇ = 0.02τ−1
unit, where σ and τunit are, re-

spectively, the unit of length and time. The

black square points represent Czz(kx, ky =

kz = 0) calculated from the phenomenologi-

cal theory called the fluctuating hydrodynam-

ics [5]. The result obtained from the fluctuat-

ing hydrodynamics is independent of Lz.

From Fig. 2, we find that the strong finite-

size effects exist for Czz(kx, ky = kz = 0). For

sufficiently large Lz, the result calculated from

the fluctuating hydrodynamics is in quantita-

tive agreement with the MD simulation results.

In contrast, for smaller Lz (e.g. 32σ or 64σ),

there is the clear deviation between their re-

sults. In other words, the quite large system

size is required to observe the shear-induced

long-range correlations.

In summary, we performed the MD simula-

tions of the WCA fluids under uniform shear

flow. We successfully observed the nonequilib-

rium long-range correlations for the sufficiently

large system that contains over 10 million par-

ticles.
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Theoretical analysis of absorption and fluorescence

spectra for firefly bioluminescence related molecules

Miyabi HIYAMA

Graduate School of Science and Technology, Gunma University,

Tenjin-cho, Kiryu, Gunma 376-8515

Because firefly bioluminescence is widely

used such as in vivo imaging and reporter as-

say, many analogs of firefly bioluminescence

substrates (luciferin) are developed [1, 2]. Aka-

Lumine is one of the analogs of luciferin and

its bioluminescence with firefly luciferase pro-

duces the near-infrared emission, which can

penetrate through biological tissues [3]. For

studying the bioluminescence mechanism, ba-

sic knowledge about the chemical structures,

electronic states, and absorption properties of

AkaLumine solution at various pH values of

solution has to be acquired.

In this study, the absorption spectra for

Alakumine in aqueous solutions were studied

theoretically [4]. The optimization structure

of ground state for AkaLumine and its conju-

gate acids and bases, which are expected to be

main component in the aqueous solutions, were

obtained from the density functional theory

(DFT). The time dependent DFT (TDDFT)

calculations were carried out to estimate the

theoretical absorption spectra for these struc-

tures. The Gibbs free energies for the chemical

structures were obtained using the vibrational

analysis. Form these free energies, pKa values

for protonation/deprotonation of AkaLumine

in aqueous solutions were estimated and the

relative concentrations of AkaLumine and its

conjugate acids and bases were obtained. All

calculations were performed using the GAUS-

SIAN09 program [5] on system B and C of Su-

per Computer Center in ISSP.

It was found that the main absorption peaks

for AkaLumine and its conjugate acids ad

bases appear at 369, 465, 314, 353, 352, 440,

322, and 317 nm and that all of these peaks

correspond to the excitation from S0 to the

first excited state (S1) [4]. These S1 states

can be described dominantly by the one elec-

tron excitation configuration of which the co-

efficients are large (∼0.5). From the theoret-

ical results, the peaks at pH 7–10, pH 4, and

pH 2 of AkaLumine experimental absorption

spectra are assigned to a carboxylate anion, a

carboxylate anion with an N-protonated thia-

zoline ring, and a carboxylate anion with an N-

protonated thiazoline ring and N-protonated

dimethylamino group, respectively.
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Skyrmion crystal phase in the RKKY Heisenberg model  

in two- and three- dimensions   

   
  Kota Mitsumoto and Hikaru Kawamura 

Molecular Photoscience Research Center, Kobe University, Kobe 657-8501, Japan 

 

Skyrmion, a swirling noncoplanar spin 

texture whose constituent spin directions wrap a 

sphere in spin space, has attracted much recent 

interest and been studied quite extensively. In 

magnets, skyrmion is usually stabilized in the 

form of the periodic array, i.e., the skyrmion 

crystal (SkX). While the SkX was first realized 

in chiral ferromagnets with the anti-symmetric 

Dzyaloshinskii-Moriya (DM) interaction, a 

recent study has revealed that the SkX state can 

also be realized in centrosymmetric magnets 

without the DM interaction [1]. Such a 

“symmetric” SkX state is induced by frustration 

among exchange interactions, and keeps the 

chiral degeneracy with respect to the right-left 

(R-L) symmetry, in sharp contrast to the DM- 

induced SkX. 

 Such a frustration-induced symmetric SkX 

is possible both in insulating and metallic 

magnets. In metallic magnets, the primary 

interaction is the long-range RKKY interaction 

which oscillates in sign with the distance leading 

to the frustration, in contrast to the insulating 

magnets possessing the short-range interactions. 

In this year’s project, we study the ordering 

properties of the isotropic RKKY Heisenberg 

model on the two-dimensional triangular and the 

three-dimensional stacked-triangular lattices by 

extensive Monte Carlo simulations in order to 

get insights into the chiral-degenerate skyrmion 

crystal of metallic magnets in the weak-coupling 

regime [2].  

We find that the symmetric SkX is stabilized 

under finite magnetic fields both in two and 

three dimensions, as shown in the temperature 

vs. magnetic-field phase diagram of the Figure 

below, both the 2D (upper) and 3D (lower) ones.   
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Topological phases and science of bulk-edge

correspondence by numerical methods

Y. Hatsugai
Department of Physics, University of Tsukuba

1-1-1 Tennodai, Tsukuba 305-8571, Ibaraki, Japan

The bulk-edge correspondence[1] is widely used for the studies of topological phenomena
in various systems that include not only microscopic quantum systems but also macroscopic
classical ones such as photonic crystals and meta-materials. It is a scale-free concept. The
abstract mathematical concept of topology is reflected by the physics of boundaries through
generic edge states (zero to three-dimensional defects as well). We may further try to discuss
various kinds of localized states as a consequence of non-trivial bulk. A typical example is an
equatorial wave on earth where the equator is a boundary for the Coriolis force. Collecting
such hidden reasons why the boundary states exist, we try to establish a universal view for the
localized states in nature and more. This is the science of bulk-edge correspondence. In the
current project, we try to apply the viewpoints for various systems using numerical techniques.

Topological pumps focusing on the role of edges are important systems where the bulk-edge
correspondence governs the phenomena. We have numerically justified the bulk-edge correspon-
dence of topological pumps for quantum spins and bosons with short-range interactions[2, 3]
where a plateau transition analogous to the quantum Hall effects is realized in dimerized high-S
quantum spins. Laughlin’s argument of the quantum Hall effects can be assumed as a variant
of the topological pump where bulk-edge correspondence plays a fundamental role. It is numer-
ically considered for a series of anyons with various statistical parameters associated with the
adiabatic heuristic argument[4]. Also, its spinful extension is discussed in details[5].

Fermion quantum Monte Carlo techniques are applied for three dimensional Hubbard model
on a pyrochlore lattice where the bulk-corner correspondence has been justified[6]. We fur-
ther develop bulk-edge correspondence to non-quantum systems. One is heat conduction in 1-
dimension[7]. Surprising another example is a bulk-edge correspondence for the evolutional game
theory[8] where non-zero Chern number characterizes a boundary flow in the two-dimensional
game theory (Figure 1.).
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Figure 1: RPS-game on a Kagome lattice (left) and its bundary flow governed by non zero Chern
number of the evolutionary game theory (right). (See ref.[8].)
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Molecular dynamics simulation of BaTiO3 nano

structure
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National Institute of Advanced Industrial Science and Technology (AIST),
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Dielectrics clusters have fascinating new

properties. It is shown that large off-center dis-

placements of atoms exists even for very small

clusters as small as 5 nm, and vortex structures

of local polarization vectors could be used as

memory devices[1, 2]. However, despite the

efforts of preceding studies, the surface ter-

mination dependence of the vortex structures

and the toroidal moments are not well under-

stood. In this project, we studied these issues

by molecular dynamics (MD) simulations us-

ing a shell model.

The calculations were performed with the

code developed by us. We used a shell model

potential developed by Tinte et al.[3, 4]. The

calculations were performed under constant

(N, V, T) conditions. To simulate isolated

clusters, the open circuit boundary condition

was used; i.e., we calculated interactions for

all the atom pairs in the cluster. The temper-

ature was fixed to 10 K to monitor the struc-

tures near the ground state while preventing

the system from converging to false structures.

We controlled the temperature by the massive

Nose-Hoover chain method[5]. For each cluster

model, the system was equilibrated for more

than 20000 time steps, and data collection runs

for more than 100000 time steps followed. One

time step was 0.1 fs.

We studied BaO-terminated, TiO2-

terminated, and stoichiometric models.

The former model was rounded apex cubic

models with eight Ba atoms missing, while the

latter two were cubic models. The number of

the unit cells on one edge, n, were varied from

3 to 12. The TiO2 terminated surfaces were

unstable, and the TiO2 terminated clusters

were unstable for n ≤ 5. In all terminations,

the toroidal moments become non-zero for

clusters larger than n = 6. We also studied the

toroidal moment direction dependent energy

for the BaO-terminated clusters, because they

were stable for all n. In these clusters, the

structures with the toroidal moments parallel

to [111] which are naturally formed in other

studies were stable, and structures in which

the toroidal moments were parallel to [110]

or [001] were metastable. We also analyzed

the domain structures inside these clusters.

They were found to have domain walls that

are known to be stable in the rhombohedral

phase.
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Ring-linear blends have garnered increasing 

interest among researchers in recent years for 

both basic science and industrial applications. 

In ring–linear blends, a deeper understanding of 

penetration behaviors among rings and linear 

chains is important for controlling the 

mechanical properties of the blends and their 

applications. Hagita and Murashima [1–4] 

investigated the dependence between ring size 

and the penetration of linear chains into the ring 

through coarse-grained molecular dynamics 

(CGMD) simulations of the Kremer–Grest 

(KG) model [5]. They estimated the distribution 

of the number of chains penetrating a ring by 

estimating the Gauss linking number (GLN) for 

all pairs of linear chains and rings. The number 

nP of linear chains penetrating a ring was 

presented as a function of the size of the ring 

(the number of KG particles in a ring, Nring). 

These penetration behaviors are governed by 

the spread and concentration of the ring 

polymers. 

In this study, we investigated the topological 

effect caused by chain crossing prohibition in 

ring-linear blends through dissipative particle 

dynamics (DPD) simulations [6]. Multipoint 

segmental repulsive potential (MP-SRP) [7] 

was used to ensure thermodynamic consistency 

while comparing between the systems that 

permitted and prohibited chain crossing in DPD 

polymer simulations. To extract the topological 

effect of ring polymers, we observed the 

distribution of penetration in ring–linear blends 

and the radius of gyration of rings.  

Based on a prototype code as an in-house 

user package of MP-SRP [7] for LAMMPS [8], 

we remade a public open version of the user 

package of MP-SRP [7,9]. To reduce 

computational cost, we improved several 

implementations as shown in Figure 1. We also 

confirmed the high scalability in the MPI-based 

parallel computing. 

 

 
Fig. 1: Schematic of the applied improvement 

to reduce omissible computations by changing 

sweep of the SRP points along a bond. 
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In this study, DPD simulations (MP-SRP 

and sDPD) of ring–linear blends with a ring 

fraction of approximately 0.1. Here, sDPD 

means the standard DPD polymer simulation 

with the Groot–Warren model [6]. 

 Figure 2 shows the results of (Nring, Nlinear) 

= (80, 80), where Nring and Nlinear denote the 

number of DPD particles in a ring and in a 

linear chain, respectively. Compared to the 

sDPD model, the number of penetrations in the 

MP-SRP model decreased owing to the 

prohibition of ring–ring crossing. It should be 

noted that the penetration state of the initial 

configuration generated by the push-off 

procedure was far from equilibrium in both 

models.  

Fig. 2: Probability distributions of linear chains 

penetrating into a single ring with (Nlinear, Nring) 

= (80,80). 

We also confirmed the decrease of the 

squared radius of gyration in comparison to the 

phantom chain of the sDPD model. The 

uncatenated rings repel each other because of 

the topological constraints.  

We performed systematic investigations for 

other values of (Nring, Nlinear) as shown in the 

published paper [9]. We concluded that the 

topological effect prohibits ring–ring crossing, 

resulting in a small radius of gyration of the 

rings. In the DPD polymer system with MP-

SRP, the minimum size of a ring with 

penetration was found to be 30, which is less 

than half of the value of 80 observed in 

previous work using the Kremer–Grest bead-

spring model. 
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Kinetics of phase transition and polyamorphism

Kazuhiro Fuchizaki, Hiroki Naruta, and Katsumi Nakamura

Department of Physics, Ehime University, Matsuyama 790-8577

The problem of what drives a liquid-liquid

transition motivated us to study entropy esti-

mation for liquids. We first report the results

attained in FY2021. The latter part of the re-

port consists of the outcomes obtained from

a study of memory hysteresis using machine

learning (ML).

The two-phase model’s justifiability for entropy

estimation [1]

The two-phase model [2] extends the one-

phase model for describing the thermodynam-

ics of crystalline phases, regarding them as an

aggregate of harmonic oscillators with 3N de-

grees of freedom (DF). Then, the logarithm of

the partition function Z is given by lnZ =∑
j ln zj , where zj is the partition function of

the jth oscillator. If the microscopic states

are densely distributed to allow a continuum

description, we may rewrite this relation as

lnZ =
∫
dϵD(ϵ) ln z(ϵ), where D(ϵ) defines the

density of states (DOS) in the energy range be-

tween ϵ and ϵ+dϵ. Berens et al. [3] prescribed

obtaining the DOS from Fourier transforming

the velocity autocorrelation function. Thus,

the entropy for a solid state may be approxi-

mated as S = kB
∫∞
0 dωD(ω)WHO

S (ω), where

kB is Boltzmann’s constant. The analytic ex-

pression for the entropy spectrum WHO
S is eas-

ily obtainable.

The one-phase model is not applicable to es-

timating thermodynamic properties of liquid

and amorphous states with non-negligible low-

frequency modes of D(ω). Goddard et al. [2]

have constructed the two-phase model based

on their intuitive observation that the DOS of

such non-crystalline systems looks like a super-

position of DOSs of solid and gas states. They

introduced the notion “fluidicity” f , in terms

of which the DOS of non-crystalline systems

could be divided into 3Nf DFs of gas compo-

nent Dg and remaining crystalline component

Ds. Thus, the two-phase model modifies the

above expression for the entropy as

S/kB =

∫ ∞

0
dωDg(ω|f)W g

S(ω)

+

∫ ∞

0
dωDs(ω|1− f)WHO

S (ω). (1)

Goddard et al. [2] assumed a hard-sphere gas

to evaluate Dg and W g
S . For W g

S , they em-

ployed the entropy per DF for a HS system

WHS
S obtainable from the Carnahan–Starling

(CS) equation of state (EOS), whereas they

invoked the Chapman–Enskog (CE) theory to

settle the expression for Dg. The CE theory

also allowed them to determine f . Thus, if the

actual DOSD(ω) is available from experiments

or simulations, Eq. (1) gives us an entropy es-

timate by putting Ds = D −Dg.

We employed a simple liquid whose ther-

modynamic properties are well studied to test

the two-phase model’s prediction. Thus, we

chose the modified Lennard-Jones system [4]

with 2048 particles, to which we conducted

isothermal–isochore molecular dynamics sim-

ulation at slightly above the critical tempera-

ture. We adopted three densities; one was the

critical density ρc, and the other two are be-

low and above ρc. We used the λ- and thermo-

dynamic integrations to estimate the entropies

precisely. We calculated the entropy also from

the modified Benedict–Webb–Rubin EOS [5].

The entropies resulting from the former

three approaches coincided within the er-

ror margin. However, the two-phase model
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gave systematically lower entropies than those

three. The deviation increases with density.

However, the most significant deviation was

limited to 6% at the highest density exam-

ined. Because both the CS EOS and the CE

theory would not be appropriate to capture

such a high-density liquid (even though sim-

ple), many factors employed in the two-phase

model would cancel to attain such an accu-

racy. Unfortunately, because the two-phase

model was constructed in an ad-hoc way, we

cannot give any suggestions to improve it at

this moment.

Judging the (dis)continuity of phase transition

using ML [7]

Based on the valuable discovery that the

sum of weights Wsum in a convolutional neu-

ral network (CNN) behaves like an order pa-

rameter when it learns spin configurations of

a 2-dimensional Ising system as a function

of (inverse) temperature, we have proposed a

method to detect the phase-transition point at

an early stage of learning processes. The latter

work prompted us to consider whether a CNN

can judge the order of phase transition from

the viewpoint of memory hysteresis.

When we see a series of continuously chang-

ing pictures from, say, A to B, we notice a

salient change at C on its way. However, when

we view the same series in reverse order from

B to A, the noticeable point of change does

not necessarily coincide with C. This hystere-

sis may be related to the mechanism of our

short-term memory equipped with our brain.

A CNN could already implement such a mech-

anism. Thus, it will exhibit a hysteretic behav-

ior depending on an impetus applied through

a learning process.

Here we only outline what we examined.

We used the same CNN as employed in [6].

However, the crucial difference was the way

of learning. In [6], learning data has been in-

put randomly, as usually employed in ML. This

time, the data was input in order of increasing

(decreasing) magnitude of external parameters

such as magnetic field and temperature. Under

various magnetic fields, we prepared equilib-

rium spin configurations of the 2-dimensional

64× 64 Ising system below and above the crit-

ical temperature. We also made equilibrium

patterns of 256 q-state Potts model for q = 3

through 7 at various temperatures below and

above the critical temperature. System B took

care of generating these data sets.

In all of the cases examined, for a discontin-

uous phase transition, a sharp peak showed up

precisely at the transition point when Wsum

was plotted as a function of the external

parameter, regardless of the direction of its

change. In contrast, Wsum offered a rounded

peak for a continuous transition with the peak

position shifted as if the CNN missed the exact

transition point, leaving a clear-cut hysteresis

against a cyclic change of the external param-

eter. We thus conclude that our approach will

be applicable to judge the order of a general

phase transition if the learning data are avail-

able.
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Three-Dimensional Finite Element Analysis of Friction 
between solids  

Michio OTSUKI 
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According to Amontons’ law, the maximum 

static friction force of a solid object is 

proportional to the applied loading force and 

independent of the apparent contact area, which 

indicates that the static friction coefficient does 

not depend on the applied pressure and the 

shape of the solid. Previous studies have 

clarified that Amontons’ law systematically 

breaks down for macroscopic objects due to 

precursor slip before the onset of bulk sliding 

[1], which is consistent with experiments [2]. 

However, the analysis in the previous works is 

restricted to 2D systems. Therefore, it is not 

clear whether the result is applicable to more 

realistic 3D systems. 

This year, we numerically investigate the 

sliding motion of a 3D viscoelastic object with 

length 𝐿 , width 𝑊 , height 𝐻 , and Young’s 

modulus 𝐸 on a solid substrate using the finite 

element method (FEM) with 500,000 nodes by 

MPI of 1000 processors, as shown in Fig. 1. A 

rigid rod slowly pushes the object with a 

constant velocity. A uniform pressure 𝑃!"#  is 

applied to the top of the object. The friction 

force at the bottom locally satisfies Amontons’ 

law with the local static and kinetic friction 

coefficients 𝜇$ and 𝜇%, respectively.  

 

The object exhibits macroscopic stick-slip 

motions, which are characterized by the 

macroscopic static friction coefficient 𝜇& . 𝜇& 

decreases with the external pressure 𝑃!"#  and 

the width 𝑊 , as shown in Fig. 2, which 

contradicts Amontons' law. We also find that 

quasi-static precursor slip occurs in the 2D 

interface between the object and the substrate 

before bulk sliding, which is related to the 

decrease of 𝜇&. 
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Fig. 1: Schematic of the 3D FEM calculation. 

Fig. 2: Static friction coefficient 𝜇!  against 
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We have constructed a dataset of dielectric and 

thermal properties of polymeric materials using 

quantum chemical (QC) calculations and 

molecular dynamics (MD) simulations. 

Seventy-seven polymer systems are constructed 

from the repeating units of previously 

synthesized polymers [1,2], where atomic 

charges are derived from QC calculations using 

the Gaussian 16 electronic structure package 

[3] and MD simulations are performed using 

the LAMMPS software package [4]. All 

calculations are automated using RadonPy [5] 

and performed on System B (ohtaka). 

 Figure 1(a) compares calculated and 

experimental values of coefficients of linear 

thermal expansion, exhibiting a weakly linear 

relation between them, although the 

experimental values have large uncertainties. 

Calculated static dielectric constants also show 

reasonable agreements with the experimental 

values except for several polymers, as shown in 

Fig. 1(b). These results validate our simulation 

methodology, although more thorough 

investigation is required to further improve the 

predictive performance. 
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Fig. 1: Comparison of calculated and 

experimental values for coefficients of 

linear thermal expansion [10–4/K] (a) and 

static dielectric constants (b). 
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Lattice thermal conductivity is a fundamen-

tal property of materials, which is important

for a wide spectrum of applications, e.g., ther-

moelectrics, thermal barrier coatings, and elec-

tronic devices. Interfaces embedded in ma-

terials, such as grain boundaries and hetero-

geneous interfaces, are known to significantly

suppress lattice thermal conduction because

of their distinguished atomic/electronic struc-

tures from the corresponding crystal, which in-

duce the scattering of group motion of atoms,

i.e., phonons. Recently, miniaturization of

electronic devices and development of nanos-

tructuring techniques have led to an increase

of number of cases in which the interfaces are

the rate-limiting factor for the thermal conduc-

tion in materials. For more precise control of

thermal conductivity, it is necessary to reveal

the mechanisms of thermal transport across in-

terfaces from the microscopic point of view.

However, there are few studies that quantita-

tively reveal the correlations between interfa-

cial atomic structures and thermal conduction,

and that investigate the scattering mechanisms

of phonons at interfaces. The main obstacles

are follows: (1) the lack of method to quan-

titatively connect the structure and thermal

conduction; and (2) the lack of method to eval-

uate thermal conductivity of local structure at

atomic-scale.

In this project, we have attempted to elu-

cidate the microscopic mechanisms of inter-

facial thermal transport by using two kinds

of molecular dynamics simulations. One is

the perturbed molecular dynamics simulations,

in which atomic contributions to overall lat-

tice thermal conduction (atomic thermal con-

ductivity) can be estimated. The other is

the phonon wave packet simulations, in which

transmission coefficient of individual phonons

can be estimated. Combinations of these two

methods can provide the insights of interfacial

phonon scattering from the phenomenological

and theoretical perspectives. The necessary

codes were developed by the author and imple-

mented to the Large-scale Atomic/Molecular

Massively Parallel Simulator (LAMMPS) [1].

We chose grain boundaries of crystalline sili-

cons and interfaces between (1) crystalline sil-

icon and amorphous silica (SiO2) and (2) crys-

talline and amorphous silicons as model sys-

tems, because it has many technologically im-

portant applications.

For silicon grain boundaries, we used

a machine learning potential for Si dis-

tributed in MACHINE LEARNING POTEN-

TIAL REPOSITORY [2], which accurately re-

produce the results of ab initio calculations but

are less computationally demanding. Ther-

mal conductivity calculations using perturbed

molecular dynamics require a large computa-

tional cells with at least a few thousands of

atoms, with the time steps of more than one

million. Such large-scale calculations were per-
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formed with five different magnitudes of per-

turbations for each grain boundary, to ob-

tain the thermal conductivity with high sta-

tistical accuracy. The results indicates that

thermal conductivity of Si grain boundaries

highly depends on their microscopic atomic

structures as well as their crystal misorienta-

tions, as shown in Fig. 1 [3]. On the other

hand, phonon wave packet simulations shows

that acoustic phonons mainly conduct heat

across interfaces and the transmission coeffi-

cients are not significantly different between

the grain boundaries with different crystal ori-

entation and/or atomic structures. This indi-

cates that anharmonic nature of atomic vibra-

tions at grain boundaries, which is naturally

included in the perturbed molecular dynam-

ics but is intentionally excluded in the phonon

wave packet simulations, determines the inter-

facial thermal conduction. Additional calcula-

tions for 18 silicon grain boundaries suggest

that bond strains induced by the open-core

structures of silicon grain boundaries highly

correlate with the reduction of atomic thermal

conductivities, which should be related with

the magnitude of anhamonicity.

For heterogenious interfaces between crys-

talline and amorphous silica, we have per-

formed a large number of perturbed molecu-

lar dynamics and phonon wave packet simula-

tions, by using an empirical Tersoff potential,

which is less computationally demanding than

the machine learning potential. The compu-

tational cells typically contains about a mil-

lion of atoms for phonon wave packet simula-

tions. It was found that the transmission co-

efficients of acoustic phonons dramatically de-

crease as a function of the thickness of amor-

phous SiO2 layer, resulting in very low thermal

conductivity. The significant amount of re-

flected phonons at the interface make the spa-

tial depdendence of thermal conductivity even

in the crystalline silicon. Comparisons with

the interfaces between crystalline and amor-

phous silicons indicates that compositional dif-

ferences between two materials enhance the

scattering and reflection of phonons at the in-

terfaces, because of the mismatch of phonon

frequencies between the two adjoined materi-

als.

All the molecular dynamics calculations

were performed in a single node rather than

multiple nodes. This is because it is necessary

to perform many calculations with different

structures and different conditions, and per-

forming calculations on a single node is more

efficient than parallel.
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Figure 1: Interfacial thermal resistances of

Σ5(310) and Σ3(112) grain boundaries esti-

mated by perturbed molecular dynamics sim-

ulations, with the machine learning potentinal

(MLP) and an empirical atomic potential (Ter-

soff) [3]. The results of two different atomic

sturctures are shown for each grain orientation.
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Numerical Study of Spin Systems on the

Honeycomb Lattice

Chitoshi YASUDA

Department of Physics and Earth Sciences, Faculty of Science,

University of the Ryukyus, Okinawa 903-0213, Japan

The quasi-two-dimensional (quasi-2D) an-

tiferromagnetic Heisenberg (AFH) model on

a cubic lattice consisting of the nearest-

neighbor intra-layer (J = 1) and inter-layer

(J ′) interactions has a finite-temperature

phase transition at which the critical behav-

ior belongs to the universality class same

as the three-dimensional classical Heisenberg

system. In the previous work [1] on the quasi-

2D square-lattice AFH model using the quan-

tum Monte Carlo method, it was numerically

found that the Néel temperature TN obeys an

universal relation between J ′ and the stag-

gered susceptibility χs(TN) of the 2D system

on the square lattice, i.e., besides an effec-

tive coordination number defined by ζ(J ′) ≡
1/(J ′χs(TN(J

′))) does not depend on J ′ for

J ′ ≤ 0.02, the value becomes ζ(J ′) ≈ 0.65z

(z = 2) all for S = 1/2, 1 and ∞. The

universal relation has also been predicted by

an analysis of the quantum nonlinear sigma

model [2].

In this project, we research the renor-

malized coordination number in the quasi-

2D honeycomb lattice AFH model with spin

S = 1/2 using the quantum Monte Carlo

method with the continuous imaginary-time

loop algorithm, and compare the results with

those of the square lattice to investigate the

universality. The Néel temperatures were

evaluated by finite-size scaling analysis us-

ing data up to the system size 80 × 40 × 40,

and it was confirmed that there is a relation

TN ∝ 1/(b − ln(J ′)). Here, b is a constant.

We have also estimated the renormalized co-

ordination numbers by evaluating the stag-

gered susceptibility on the honeycomb lattice

at the Néel temperature. Our results suggest

that ζ/z ≈ 0.65 in the small J ′ region. The

consistent value of ζ/z in the square and hon-

eycomb lattices indicates that ζ is a univer-

sal quantity independent of the lattice. How-

ever, the accuracy of the result for the small-

est J ′, J ′ = 0.001, is not yet sufficient, and

further calculations for larger sizes might be

needed in the future. Hastings et al. have

proposed that there exists a universal func-

tion even in the region of J ′ larger than J ′

where ζ is constant [2]. Our results suggest

that there is one lattice-independent function

ζ(J ′) at J ′ = 0.05 and 0.1.

In this project, we also research zinc ph-

thalocyanine (ZnC32N8H16(ZnPc)) and the

fluorinated ZnPc (ZnC32N8F16 (F16ZnPc))

consisting of hexagon as with the honeycomb

lattice as testing calculations for the den-

sity functional method using the program

package VASP. The compound ZnPc is an

aromatic compound composed of four isoin-

doline units (C8H4N) consisting of a six-

membered ring of benzene bonded to hy-

drogen and a five-membered ring contain-

ing nitrogen. We confirmed that the energy

levels of F16ZnPc are deeper than those of

ZnPc. The numerical result corresponds to

the electron-accepting property of F16ZnPc

and the electron-releasing property of ZnPc.
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Data analysis method using a tensor network

representation

KENJI HARADA

Graduate School of Informatics, Kyoto University, Kyoto 606-8501, Japan

We study data analysis methods based on

tensor network representations in this study

project.

The first topic is quantum machine learn-

ing. Using tensor network schemes, we numer-

ically study the relationship between the per-

formance of a quantum circuit and the entan-

glement properties. In particular, the quan-

tum circuits on a tree tensor network struc-

ture can be efficiently estimated about the

entanglement capability[1]. We found that a

quantum circuit with a high entanglement ca-

pability shows good performance in a clas-

sification problem until some hundred qubit

cases. Therefore, the entanglement capabil-

ity is an important property for estimating

performance[2]. In this study, we use the sys-

tem B for calculation of a tensor contraction to

estimate the entanglement capability through

tensor network representations.

The second topic is tensorized neural

networks[3]. A tensor network as MPO rep-

resents the weight matrix in a neural network.

We numerically evaluate the profile of an en-

tanglement property in MPO in the learning

process. It much depends on the initial tensors

in MPO[4]. We derive a stable initialization

method for MPO in the tensorized neural net-

work. The deeper tensorized neural network

can also be stably converged by the initializa-

tion. In this study, we use the system B for

the systematic calculation of the profile of en-

tanglement in MPO in the learning process.
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Numerical Analysis for Stability and Dynamics
of Magnetic Structures such as Skyrmions

Kenji KONDO

Research Institute for Electronic Science, Hokkaido University,
Sapporo, Hokkaido, 001-0020.

Magnetic skyrmions are expected to be promis-
ing candidates for representing and transferring one
bit of information. This is because they are topolog-
ically protected from external perturbations, which
ensures the stability of information. Moreover,
they are very small in size and they are able to be
driven using the current. In this study, we utilize
the spin dynamics code “Spirit” [1] which can in-
corporate the demagnetization fields or can calcu-
late three-dimensional magnetic structures in order
to perform the numerical calculations of the dy-
namics of topological magnetic structures such as
skyrmions. In our previous work, we investigated
the dynamics of skyrmions driven by the spin polar-
ized current [2,3] using a handmade finite-element-
method (FEM) program. At that time, we did not
take the demagnetization fields into consideration
since we considered the influence to be negligible.
Also, there was an aspect that we avoided con-
sidering the demagnetization fields since it takes
much time to calculate them. Thus, in this study,
we investigate the influence on the velocities of the
skyrmions with the demagnetization fields or with-
out them using Spirit. Figure 1 shows the current
density dependences of the average velocities of the
skyrmions in the ferromagnets (FMs) driven by the
spin-transfer torque (STT) with the demagnetiza-
tion fields or without them. In this calculation, we
assume Co thin film as the FM and use the material
parameters of the FM from the references [4–6].
The blue and the red lines represent the average
velocities of the skyrmions in the FMs with and
without the demagnetization fields, respectively. It

is found that the existence or the non-existence of
the demagnetization fields have only 3.729% in-
fluences on the velocities of the skyrmions, which
is almost negligible. Our previous estimation of
the influences on the velocities of the skyrmions is
found to be right. On the other hand, we investi-
gate the dynamics of three-dimensional topologi-
cal magnetic structures, so-called skyrmion strings,
using Spirit. The skyrmions can form string struc-
tures by spreading in the out-of-plane direction.
Especially, we investigate the differences of the
skyrmion string structures under the positive and
negative Dzyaloshinskii-Moriya interaction (DMI)
constants. The signs of DMI constants are defined
in Fig. 2. When the DMI vectors point outwards,
we define the DMI constant as positive. When
the DMI vectors point inwards, we define the DMI
constant as negative. Figures 2(𝑎) and 2(𝑏) show
the skyrmion string structures in the FMs in the
cases of the positive and negative DMI constants,
respectively. It is found that the directions of the
magnetization vectors of the skyrmion strings are
counterclockwise and clockwise when seeing from
the top view in the cases of the positive and nega-
tive DMI constants, respectively. Figures 3(𝑎)-3(𝑐)
show the contour plots of the 𝑥, 𝑦, and 𝑧 components
of the effective magnetic fields 𝐻eff in the case of
the positive DMI constant, respectively. Moreover,
figures 3(𝑑)-3( 𝑓 ) show the contour plots of the 𝑥,
𝑦, and 𝑧 components of 𝐻eff in the case of the neg-
ative DMI constant, respectively. Comparing these
results, it is found that the effective magnetic fields
𝐻eff point to the opposite directions in the 𝑥𝑦-plane.
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Therefore, the positive and negative DMI constants
cause the magnetization vectors of the skyrmion
strings to point to the opposite directions in the 𝑥𝑦-
plane. As a result, there manifest themselves the
counterclockwise skyrmion strings and the clock-
wise skyrmion strings depending on the signs of
DMI constants. It took approximately one month
to perform all of these calculations as the computer
run time using the ISSP supercomputer system B
(Ohtaka). Also, we have calculated the dynamics
of the logic gates consisting of the skyrmions in
the antiferromagnets, which we will not state here
in detail. We are preparing the paper concerning
the logic gates consisting of the skyrmions in the
antiferromagnets.
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Fig. 1: The current density dependences of the
average velocities of the skyrmions in the FMs with
the demagnetization fields or without them.
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Fig. 2: The 3D vector plots of the skyrmion string
structures in the FMs in the cases of (𝑎) the positive
and (𝑏) the negative DMI constants.
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Fig. 3: The contour plots of the 𝑥, 𝑦, and 𝑧 com-
ponents of 𝐻eff of skyrmion strings are shown in
figures (𝑎)-(𝑐) in the case of the positive DMI con-
stant, respectively. The contour plots of the 𝑥, 𝑦,
and 𝑧 components of 𝐻eff of skyrmion strings are
shown in figures (𝑑)-( 𝑓 ) in the case of the negative
DMI constant, respectively.
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Numerical study on low-energy states of quantum

spin systems

Hiroki NAKANO

Graduate School of Science, University of Hyogo

Kouto, Kamigori, Hyogo 678-1297, Japan

Many-body problems have to been tackled

in the field of the condensed matter physics;

therefore, it is difficult to estimate physical

quantities precisely in many cases. Quantum

spin systems are such a typical one. To in-

vestigate these systems, numerical approaches

have widely and effectively been used. A lot of

computational studies have been carried out;

useful information of the target systems has

been provided.

Generally speaking, three methods are effec-

tively used within the Field of quantum spin

systems. The first and traditional one is the

numerical diagonalization method; the second

is the quantum Monte Carlo (QMC) method.

The third method is the density matrix renor-

malization group (DMRG) method. Each of

them has some advantages; on the other hand,

it has disadvantages, too. The QMC sim-

ulations can treat significantly large systems

irrespective of the spatial dimensions of the

systems; however, the negative sign problem

in this approach prevent us with a difficulty

in precise evaluation of physical quantities in

frustrated systems. The DMRG method is

a very useful method for a one-dimensional

system irrespective of whether the target sys-

tem includes frustration or not. However,

this method is still under development for the

cases when the spatial dimension is larger than

one. The numerical diagonalization method

can be applicable irrespective of the presence

of frustrations and the spatial dimension. This

method, on the other hand, has a severe weak

point that it can treat only very small sys-

tem sizes. To overcome this disadvantage

of the numerical diagonalization, we devel-

oped a hybrid-type parallelized code of Lanc-

zos diagonalization[1]. This code enables us

to treat various large systems that have not

been previously treated yet within this method

and to evaluate physical quantities precisely.

Therefore, we examine various quantum spin

systems by this method as a primary approach

in this project.

Figure 1: Floret-pentagonal lattice.

In the project in 2021, we tackled the S =

1/2 Heisenberg antiferromagnet on the floret-

pentagonal lattice[5]. Among pentagonal lat-

tices, studies concerning the Cairo-pentagonal-

lattice antiferromagnet has been known[2, 3,

4]. However, the floret-pentagonal-lattice an-
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tiferromagnet has not been investigated to the

best of our knowledge; this system is the sec-

ond example as pentagonal lattices that in-

clude equivalent two directions in the system.

(See Fig.1.) We have observed the magnetiza-

tion process of this system and find magnetiza-

tion plateaux at one-ninth height of the satu-

ration magnetization, at one-third height, and

at seven-ninth height. We have also discov-

ered a magnetization jump between the one-

third-height and seven-ninth-height plateaux.

The jump is a peculiar phenomenon because

this jump is away from the two plateaux. Our

study contributes much to our deeper under-

standings of the frustrated quantum antiferro-

magnets. Further investigations would clarify

nontrivial quantum effects due to frustration.
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Development of the Low-Temperature Oxidation Model 
for Alternative Fuels Using Machine Learning 
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Department of Mechanical Engineering, School of Engineering, 
The University of Tokyo, 7-3-1 Hongo, Bunkyo-ku, Tokyo 113-8656 

 
To improve thermal efficiencies and reduce 

pollutant emissions of Internal Combustion 

engines simultaneously, it is crucial to 

understand the detailed reaction mechanism of 

fuels. Recently, various reaction kinetic models 

have been proposed to precisely explain the 

reaction process of the target fuel. However, as 

shown in Fig. 1, as increasing the size of the fuel 

molecule, the number of reactions involved is 

increased exponentially. It makes hard to solve 

the entire model numerically without reducing 

the reaction size due to high computational costs. 

Note that such model reduction causes a 

decrease in accuracy of the numerical estimation, 

particularly in the low-temperature region [1]. 

Therefore, we conducted numerical simulations 

with full mechanisms by means of the 

supercomputer system at ISSP to evaluate the 

ignition process of cool flames. 

One-dimensional axisymmetric stagnation 

flows formed by impinging a mixture of fuel and 

air on a heated wall were assumed. The nozzle-

to-wall distance was 15 mm. The outlet velocity, 

temperature, and equivalence ratio of the fuel/air 

mixture were 50 cm/s, 300 K, and 1, respectively. 

The wall temperature was ramped up from 600 

K to 850 K under the quasi-steady state. Normal-

heptane (n-C7H16) and -decane (n-C10H22) were 

used as the fuel. Two reaction models including 

both fuels were used, which respectively 

proposed by the CRECK modeling group [2] 

 
Fig. 1: Reaction size of various kinetic models 

for normal-alkane fuels.  

 

 
Fig. 2: Cool flame ignition of n-C7 and n-C10. 
 
 

1614121086420
Carbon number

10
2

2

4

10
3

2

4

10
4

2

4

10
5

N
um

be
r 

of
 r

ea
ct

io
ns

USC-Mech II

AramcoMech 1.3

n-Ci (KUCRS)AramcoMech 2.0

GRI-Mech 3.0

n-C8-16 (LLNL)
n-C7 (NUI)

n-C7 (LLNL)

n-C7-12 (LLNL)

n-C1-16 (CRECK)

n-C7-12 (KUCRS)

1.5 x 10-4

1.0

0.5

0.0

H
C

H
O

 m
ol

ar
 c

on
ce

nt
ra

tio
n 

[k
m

ol
/m

3 ]

850800750700650600
Wall temperature, Tw [K]

nC7

nC10

nC10
nC7

CRECK

KUCRS

Activity Report 2021 / Supercomputer Center, Institute for Solid State Physics, The University of Tokyo

268



and generated by using the KUCRS 

(Knowledge-basing utilities for complex 

reaction systems) [3]. The Cantera code [4] was 

employed to conduct numerical simulation 

under the above condition. 

As increasing the wall temperature, cool 

flames are ignited on the wall due to initiation of 

the low-temperature oxidation. Figure 2 shows 

increases of the calculated HCHO molar 

concentration on the wall as a function of the 

wall temperature. While the HCHO 

concentration estimated by the CRECK model is 

higher, the onset temperature calculated by the 

KUCRS model is slightly lower for both fuels. 

Furthermore, a difference in the onset 

temperature between two fuel is negligible for 

the KUCRS model, but n-decane’s onset 

temperature is approximately 12 K lower than 

that of n-heptane in the CRECK model. It means 

that two models show the discrepancy in 

estimating not only the low- and intermediate-

temperature reactivity of each fuel, but also 

hierarchical difference with respect to the 

molecule (chain) size. 

Further improvements in the reaction model 

should be made through the experimental 

validation. 
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Formation of Lipid Rafts Studied by Molecular Dynamics 

Simulation 
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The Graduate University for Advanced Studies, Okazaki, Aichi 444-8787 

 

In cell membranes, lipid rafts are formed by 

aggregation of sphingolipids and cholesterol 

molecules [1]. It has been clarified that lipid 

rafts play important roles in functions such as 

signal transduction and protein transport in vivo 

[2,3]. Lipid rafts are also related to virus 

infection and protein aggregation [4,5]. It is 

essential to elucidate their structures and 

formation processes to understand their 

functions. Therefore, we aim to elucidate these 

by using molecular dynamics (MD) simulation. 

In particular, we are interested in lipid rafts 

containing GM1 gangliosides, which are 

abundant in nerve cell membranes. To 

investigate the structure of GM1 ganglioside 

clusters, we employed the Coulomb replica-

permutation molecular dynamics simulation [6]. 

The Coulomb replica-permutation method is 

one of the Hamiltonian replica-permutation 

methods, and it is possible to efficiently 

investigate the complex structure of 

biomolecules by using this method. 

In the last year, we have made significant 

improvements to our own program to be able to 

perform MD simulations with various force 

fields for the all-atom model. We have also 

made it possible to perform MD simulations on 

molecules other than proteins. In addition, the 

program has been modified to allow the 

Coulomb replica-permutation method to scale 

only the intermolecular electrostatic 

interactions between GM1 ganglioside 

molecules. 
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Numerical calculation of spin Hall magnetoresistance

by the quantum Monte Carlo method

Takeo KATO

Institute for Solid State Physics, University of Tokyo

Kashiwa-no-ha, Kashiwa, Chiba 277-8581

Spin Hall magnetoresistance (SMR), that

is a magnetoresistance caused by the absorp-

tion of spin current generated by the spin

Hall effect in a bilayer system composed of

a metal and a magnetic insulator [1], is

being actively studied for potential applica-

tions in spintronics devices such as mem-

ory applications. Although SMR is well de-

scribed quantitatively by a phenomenological

theory [2], its temperature dependence for a

metal/antiferromagnetic-insulator bilayer sys-

tem [3] are difficult to be described by it.

In this numerical study, we evaluate the spin

conductance at the interface by expanding the

theory of Ref. [4]. The spin current is ex-

pressed in terms of the spin susceptibility of

the antiferromagnetic insulator and is calcu-

lated by the quantum Monte Carlo method. In

order to obtain dynamic properites, we need to

perform the numerical analytic continuation.

However, this is usually an ill-defined probpem

and is difficult to be applied for obtaining the

spin conductance. We improved the method

to stably obtain the spin conductance using

only the component of Matsubara frequency of

Green’s function and succeeded in its accurate

calculation.

As a result of examining the temperature

dependence and the thickness dependence of

the SMR, the sign was reversed as the rising

temperature rose in the negative sign from the

low temperature region, and the result agreed

with the experimental result with the peak of

the positive sign. In addition, it was confirmed

that the behavior of SMR differed depending

on the size of the spin of the antiferromagnetic

insulator, and that SMR at S = 1 was larger

than S = 1/2. We also showed that SMR

vanishes above the magnetic transition tem-

perature unlike the experiment. We are now

preparing for a paper on these results [5].

Figure 1: SMR Measurement Setup.

References

[1] H. Nakayama, et al., Phys. Rev. Lett.

110, 206601 (2013).

[2] Y. T. Chen, et al., Phys. Rev. B 87,

144411(2013).

[3] D. Hou, et al., Phys. Rev. Lett. 118,

147202 (2017).

[4] T. Kato, Y. Ohnuma, and M. Matsuo,

Phys. Rev. B 102, 094437(2020).

[5] T. Ishikawa, M. Matsuo, and T. Kato in

preparation.

Activity Report 2021 / Supercomputer Center, Institute for Solid State Physics, The University of Tokyo

271



Dynamical property of a resistively shunted

Josephson junction

Tsuyoshi Yamamoto

Institute for Solid State Physics, University of Tokyo

Kashiwa-no-ha, Kashiwa, Chiba 277-8581

Physical properties of quantum systems are

drastically changed by interaction with an

environment, because thousand of modes in

the environment are complexly entangled with

quantum states of systems. A typical exam-

ple is the Kondo problem, in which a spin of

a magnetic impurity is screened by surround-

ing conduction electrons in a normal metal [1].

Such kind of a dissipative system has been a

central topic of condensed matter physics for a

long time.

One of the most notable problems in dis-

sipative systems is a dissipation-driven quan-

tum phase transition. In 1983, Schmid pre-

dicted that a single Josephson junction con-

nected to a resistance, which is called the re-

sistively shunted Josephson junction (RSJJ),

undergoes a superconductor-insulator transi-

tion at zero temperature [2]. When the re-

sistance is larger than a resistance quantum

(R > RQ = h/4e2), the Josephson junction

becomes insulating, while when R < RQ, it be-

comes superconducting (see Fig. 1). However,

there is no clear experimental evidence to have

observed the transition, and it is still contro-

versial [3]. The recent development of super-

conducting circuits allows us to access the dy-

namical property of the RSJJ using microwave

spectroscopy while it has been discussed in the

dc limit. This development motivates us to ap-

proach the RSJJ from the dynamical response,

and it provides a new perspective to solve the

controversial problem, the Schmid transition.

To this end, we calculated frequency depen-

Figure 1: (left) A Josephson junction with

the Josephson energy EJ and the charging en-

ergy EC connected to a resistance R. (right)

Schmid transition diagram. In the phase I (S),

the Josephson junction becomes an insulator

(a superconductor) at zero temperature.

dence of an impedance of the RSJJ circuit and

examined dynamic properties in the microwave

reflection via the RSJJ circuit. We first cal-

culated the phase-phase correlation function

defined on the imaginary-time axis using the

path-integral Monte Carlo simulation [4] and

then performed the analytical continuation to

the phase-phase correlation function numeri-

cally to obtain the dynamic impedance of the

RSJJ. We checked that our numerical results

agree well with analytical results at some solv-

able points such as the Toulouse point and the

free-fermion point. This work is expected to

provide a deep understanding of the Joseph-

son junction on environments, which pushes

further development for the superconducting

circuit using Josephson junctions.
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Elucidation of Pathways for the Crystallization of Ionic 

Liquids by Large-Scale Metadynamics Simulation 

 

Hiroki NADA 
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National Institute of Advanced Industrial Science and Technology (AIST), Onogawa 16-1, 

Tsukuba 305-8569 

 

A classical molecular dynamics (MD) 

simulation combined with the metadynamics 

(MTD) method (hereafter, MTD simulation) 

was performed for an ionic liquid, 1-alkyl-3-

methylimidazolium hexafluorophosphates 

([Cnmin]PF6, n=1 [1]), at 298 K in the NVT 

ensemble. A force field proposed by Canongia 

Lopes et al. was used for estimation of the 

interionic interaction [2]. The simulation 

system was a rectangular-parallelepiped 

consisting of 108 ion pairs. The MTD 

simulation was carried out using DL_POLY 

2.20 [3], in which PLUMED 1.3 [4] was 

implemented to permit combination with the 

MTD method. 

A free energy surface (FES) obtained using 

discrete C-C and P-F radial distribution 

functions quantified by Gaussian window 

functions as collective variables indicated a few 

shallow local minima. The structure of the 

system at each shallow local minimum 

represented an ordered arrangement of ions. 

The pathway for the formation of this ordered 

structure from the bulk ionic liquid, which was 

predicted with the FES, did not show any 

energetic barrier.  

In addition, a crystal-like structure, which 

was different from the ordered structures for the 

shallow local minima, also appeared at a high 

free energy region on the FES. The 

arrangement of ions in this crystal-like structure 

was different from those for the crystalline 

forms, which were reported in literature [1]. 

This crystal-like structure might correspond to 

a high-pressure phase, which has not yet been 

found experimentally. 
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Classical molecular dynamics (MD) 

simulations combined with the metadynamics 

(MTD) method [1] (hereafter, MTD simulation) 

were conducted to elucidate the stable binding 

conformations of a deprotonated polymaleic 

acid (PMA) additive and two deprotonated 

polyacrylic acid (PAA) additives with different 

polymerization degrees in the presence of 

various countercations at a hydrated CaCO3 

calcite (104) surface. The MTD simulations 

were performed using DL_POLY 2.20 [2] in 

which PLUMED 1.3 [3] was implemented. 

The simulated free-energy surfaces (FES) 

suggested the existence of several slightly 

different stable binding conformations for each 

additive. The appearance of these distinct 

binding conformations is speculated to 

originate from different balances of the 

interactions between the additive, calcite 

surface, and countercations. The binding 

conformations and binding stabilities at the 

calcite surface were affected by the 

countercations, with Ca2+ ions displaying a 

more pronounced effect than Na+ ions. 

Furthermore, the simulation results suggested 

that the binding stability at the calcite surface 

was higher for the PMA additive than for the 

PAA additives, and the PAA additive with a 

polymerization degree of 10 displayed a 

binding stability that was similar to or lower 

than that of the PAA additive with a 

polymerization degree of 5.  

The present simulation method provides a 

new strategy for analyzing the binding 

conformations of complex additives at material 

surfaces, developing additives that stably bind 

to these surfaces, and designing additives to 

control crystal growth. 
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Stability of the hedgehog-lattice topological spin

texture in breathing-pyrochlore antiferromagnets

Kazushi AOYAMA

Department of Earth and Space Science, Graduate School of Science, Osaka University

Machikaneyama-cho, Toyonaka-shi, Osaka 560-0043

The quest for topological spin textures in

solids is one of the central issues in condensed

matter physics because of their possible ap-

plications to spin-electronic devices. A mag-

netic skyrmion in two dimensions and a mag-

netic hedgehog in three dimensions are typi-

cal examples of such topological objects. In

magnetic materials, they often appear in the

form of crystal orders, so-called skyrmion crys-

tal (SkX) and hedgehog lattice (HL), where

the Dzaloshinskii-Moriya (DM) interaction is

known to be essential for their stabilities. Con-

cerning the SkX, it has been shown that mag-

netic frustration serves as another stabilization

mechanism [1], but as for the HL, a counter

ordering mechanism has not been reported so

far. In view of such a situation, we have

searched for a new mechanism other than the

DM interaction for the HL. Previously, we the-

oretically demonstrated that the HL is real-

ized in breathing-pyrochlore antiferromagnets

in the absence of the DM interaction, where

the nearest-neighbor (NN) exchange interac-

tions for small and large tetrahedra, J1 and

J ′
1, are assumed to be antiferromagnetic [2].

In this work, we extend our previous theoreti-

cal work, examining the stability of the HL in

a wider parameter space.

We consider the J1-J3 classical Heisenberg

model on the breathing pyrochlore lattice

which is given by

H = J1
∑
⟨i,j⟩S

Si · Sj + J ′
1

∑
⟨i,j⟩L

Si · Sj

+J3
∑
⟨⟨i,j⟩⟩

Si · Sj (1)

where J1 and J ′
1 take different positive or

negative values due to the breathing bond-

alternation and J3 is the third NN antiferro-

magnetic interaction along the bond direction.

In the model, the breathing bond-alternation

of the lattice is characterized by J ′
1/J1, and

J3 is essential for the occurrence of the HL

which in the present case, is a quadruple-Q

state characterized by the ordering vectors of

(±1
2 ,±

1
2 ,±

1
2). By performing Monte Carlo

simulations, we investigate the ordering prop-

erties of the Hamiltonian (1). In our simula-

tions, 2×105 MC sweeps are carried out un-

der the periodic boundary condition and the

first half is discarded for thermalization. Our

1 MC sweep consists of 1 heatbath sweep and

successive 10 overrelaxation sweeps, and ob-

servations are done at every MC sweep. The

statistical average is taken over 4 independent

runs starting from different random initial con-

figurations.

It is found that the quadruple-Q (12 ,
1
2 ,

1
2) HL

is stable irrespective of the signs of J1 and J ′
1

and that in an applied magnetic field, there ap-

pear six quadruple-Q states depending on the

values of J1 and J ′
1, among which three phases

including the in-field hedgehog-lattice state ex-

hibit nonzero total chirality [3]. We have also

checked that the HL is robust against relatively

weak single-ion magnetic anisotropies.

In addition to the three-dimensional system,

we investigate an associated two-dimensional
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system. We have demonstrated that the J1-

J3 Heisenberg model on the breathing kagome

lattice exhibits a chiral transition and that the

low-temperature chiral state can be viewed as a

miniature SkX [4]. In contrast to conventional

SkX appearing in an applied magnetic field,

the miniature SkX is realized at zero field, sug-

gesting that a zero-field topological Hall effect

is possible in a metallic system.
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Dimensional reduction effect in the two-dimensional maple-leaf lattice

Heisenberg antiferromagnet

Chisa HOTTA

Department of Basic Science, University of Tokyo

3-8-1 Komaba, Meguro, Tokyo 153-8902, Japan

We aim to clarify the features of uniform

magnetic susceptibilities of a series of frus-

trated magnets in two dimensions. This year,

we focused on the maple-leaf lattice spin-

1/2 Heisenberg model, whose lattice struc-

ture is regarded as a 1/7-site-depleted trian-

gular lattice. There is recently experimental

evidence that the material called bluebellite

Cu6I6O3(OH)10Cl shows a particular magnetic

susceptibility that almost perfectly matches

the Bonner-Fisher curve, namely the suscepti-

bility curve of the one-dimensional (1D) spin-

1/2 antiferromagnetic Heisenberg model[1].

Motivated by this experiment, we analyzed

the ground state and the finite temperature

properties of the maple leaf lattice Heisenberg

model. By combining the analysis of the sev-

eral energy eigen states of the model on a

finite cluster using the exact diagonalization

(ED), we found that the constituent of the

low energy eigenstates have the UUD/DDU

configurations, i.e. the spins on all the tri-

angular units of the lattice are two-up-one-

down or two-down-one-up. This situation is

similar to the antiferromagnetic triangular lat-

tice Ising model, where the UUD/DDU state

contributes macroscopically to the residual en-

tropy. However, in our model, not all the in-

teractions are antiferromagnetic, but the in-

teractions on bonds forming a hexagon around

the depleted sites are staggard in their sign.

Even in such a case, there is a substantial

frustration effect, and UUD/DDU are favored.

Due to the quantum fluctuation effect, these

UUD/DDU manifold mixes, and a stripe-type

ground state appears. The temperature depen-

dence of the susceptibility turned out not to

match the Bonner-Fisher curve even though we

vary the sign and amplitudes of five different

Heisenberg interaction parameters. Instead,

we found that the susceptibility shows an al-

most perfect coincidence with that of the 1D

XXZ model having a finite spin gap. The rea-

son for this dimensional reduction behavior is

that the magnetic excitation from the ordered

ground state resembles the spinon excitation

of the 1D XXZ model above the spin gap. In-

deed, flipping one of the spins of the stripge

ground state, the two plaquettes(two+two tri-

angles) with UUUD spins are formed, each car-

rying spin-1/2. The Heisenberg exchange in-

teractions separate these two plaquettes into

opposite directions, while such spinon propa-

gation takes place only in a particular spatial

direction. A series of calculations on the sus-

ceptibility of both the maple leaf lattice and

the 1D XXZ model was done using a TPQ

method combined with SSD[2] The variation of

parameters we needed to search for was large

and the 2D susceptibility is maximally given

for N = 24, 30 sites[3].
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The effect of a quantum phase transition on quantum

approximate optimization algorithm

Tatsuhiko Shirai

Department of Computer Science and Communications Engineering, Waseda University

Ookubo, Shinjuku-ku, Tokyo 169-8555

We have studied the effect of a quan-

tum phase transition on the performance of

quantum approximate optimization algorithm

(QAOA) in the transverse-field Ising model.

QAOA is a hybrid quantum-classical algorithm

designed to approximate the ground state of

a Hamiltonian H with N spins [1]. It has

a wide application in chemistry, physics, and

computer science.

QAOA consists of calculations in a quantum

computer and classical computer. The quan-

tum computer calculates the expectation value

of H over a variational state, which is given by

|β⃗, γ⃗⟩ := e−iβpHe−iγpX · · · e−iβ1He−iγ1X |+⟩ ,
(1)

where β⃗ = (β1, . . . , βp) and γ⃗ = (γ1, . . . , γp).

p denotes a circuit depth. X is called a

mixer and adopted as X =
∑N

i=1 σ
x
i where

σ⃗i = (σx
i , σ

y
i , σ

z
i ) is the Pauli operator acting

on site i. |+⟩ is defined as σx
i |+⟩ = |+⟩ for all

i. The classical computer optimizes (β⃗, γ⃗) to

minimize the value of ⟨β⃗, γ⃗|H |β⃗, γ⃗⟩. Here, we

adopt the transverse field Ising model given by

H = −g
N∑
i=1

σz
i σ

z
i+1 −

N∑
i=1

σx
i , (2)

where the periodic boundary condition is im-

posed (i.e., σ⃗i+N = σ⃗i). This model shows a

quantum phase transition at g = gc = 1. The

ground state is ferromagnetic for g > gc, while

it is paramagnetic for 0 ≤ g < gc.

We numerically study p-dependences of the

residual energies ∆E (i.e., the energy differ-

ence between the variational state at the op-
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Figure 1: p-dependences of the residual ener-

gies ∆E

timum values of (β⃗, γ⃗) and the ground state)

in the ferromagnetic phase, critical point, and

paramagnetic phase in the thermodynamic

limit. The numerics is based on the Jordan–

Wigner transformation and time-dependent

Bogoliubov transformation. Figure 1 shows

that the asymptotic behavior discontinuously

changes at the critical point. It indicates the

intimate relation between the quantum phase

transition and the performance of QAOA.

References

[1] E. Fahri, et al., arXiv:1411.4028 (2014).

Activity Report 2021 / Supercomputer Center, Institute for Solid State Physics, The University of Tokyo

279



Calculation of ordered structures, dynamics and optical 
properties of soft materials  
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Motivated by a recent experimental study 

[1] demonstrating the structural transformation 

of a cholesteric blue phase liquid crystal 

(BPLC) by an electric field, we carried out a 

simulation study on the behavior of BPLC 

under an electric field. Ref. [1] showed that a 

structure with tetragonal (I4122) symmetry, 

which had been known to be stable under an 

electric field, can be stable even after the 

cessation of the electric field when the temporal 

variation of the applied electric field is 

appropriately controlled. Possibility of stable 

(or metastable) tetragonal structures of BPLC 

under no electric field has never been discussed 

theoretically. 

Previous numerical studies on BPLCs under 

an electric field focused on the bulk behavior 

(to be precise, in an infinite system with 

periodic boundaries). We are interested in how 

the planar boundaries confining the BPLC will 

affect its structural stability. Elucidation of the 

dynamical behavior under a temporally varying 

electric field turns out to be a daunting task 

even with the aid of the ISSP supercomputer, 

and therefore we restrict ourselves to static 

behavior.  

Our numerical study is based on the 

Landau-de Gennes continuum theory 

describing the orientational order by a second-

rank tensor. We use the program developed in 

Ref. [2] where we were particularly interested 

in the surface behavior, and dealt with 

relatively thin systems. In the present study, to 

simulate a system whose thickness is close to a 

realistic experimental value (≃12μm in Ref. 

[1]), 1,351 grid points are taken in the thickness 

direction. Our numerical system is on a regular 

grid and allows a use of OpenMP for efficient 

calculations. 

Our calculations demonstrate that the 

presence of confining boundaries discretize the 

number of periodic structures along the 

thickness direction, and that the tetragonal 

structure is indeed metastable under no electric 

field. We are carrying out systematic studies on 

the free energy versus the number of periodic 

structures, and on the optical properties of the 

BPLC structures we find numerically. 
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Non-equilibrium response and phase transition in the

dense hard sphere systems

Masaharu ISOBE

Nagoya Institute of Technology

Gokiso-cho, Showa-ku, Nagoya, 466-8555

As the simplest models, the hard

disk/sphere systems have been investigated

via molecular simulation in both equilibrium

and non-equilibrium phenomena [1]. In this

project, we focus on the equilibration and the

non-equilibrium response interfered with the

phase transition in the hard disk/sphere model

system with modern algorithms, i.e., Event-

Chain Monte Carlo (ECMC) [2, 3], Newtonian

ECMC (NEC) [4] and Event-Driven Molecular

Dynamics(EDMD) [5].

Equilibration and relaxation times in dense

molecular systems

The equilibration and relaxation times of the

physical properties have historically been fun-

damental issues in molecular simulation. As

practical tasks in the molecular simulation,

‘equilibration’ (relaxation toward equilibrium

states) from initial non-equilibrium states is

just preprocessing step before a production

run. Such a step needs to obtain the physical

properties in the equilibrium state in the spe-

cific system. However, the computational cost

often becomes high, especially for high-density

and larger scale particle systems, and may

sometimes exceed the human lifetime. In gen-

eral, the equilibration of particle positions in

dense systems is much more difficult due to the

excluded volume effect being dominant, which

is why the crystallization and glass/jamming

transition problems remain one of the criti-

cal issues and have been actively studied re-

cently. The two standard molecular simula-

tion methods for many-body systems are of-

ten used; one is molecular dynamics (MD)

using Newton’s equations of motion, and the

other is Markov chain Monte Carlo (MC) us-

ing a pseudo-random number generator. Vari-

ous novel algorithms focusing on equilibration

based on MD and MC have been implemented

in the history of molecular simulation, which

enables to reduce the relaxing time. An effi-

cient algorithm for the acceleration of equili-

bration, termed the ‘event-chain Monte Carlo

(ECMC)’ [2] was the breakthrough on this

topic. The ECMC has become one of the mile-

stones, and its variants have been investigated

actively over the past decade [3]. To obtain

the ‘true’ equilibrium states, it is a reasonable

choice to use ECMC for positional relaxation

at first, which is the idea of a hybrid scheme [1].

Recently, an ECMC variant termed the Newto-

nian ECMC (NEC) was proposed [4]. In NEC,

the velocity collision rule was added to dictate

the direction of particle movement. This is

often used in EDMD of hard-sphere systems.

The NEC clearly improves the efficiencies of

the diffusion coefficient, nucleation rate, and

melting process. Recently, this efficient algo-

rithm has been extended to anisotropic hard

polygons without any approximations [6].

In these ECMC and its variants (including

NEC), the systems are driven by the sequential

collisions composed of a dozen of particles that

seem to behave like a chain. The efficiency de-

pends on chain length, physical properties, and

system size. However, the microscopic mech-

anism of equilibration for each parameter re-
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mains elusive. To identify key factors affect-

ing equilibration in the hard disk system, we

focus on the event-based algorithms [2, 4, 5]

described above and investigate the compari-

son between them in cases of (i) the diffusional

characteristics per event (collision) and (ii) the

relaxing process toward the liquid states as a

non-equilibrium response after disturbance of

the homogeneous expansion.

(i) Diffusional characteristics of the event-

based algorithms in hard disk systems

To survey the key factors explaining why

the efficiency of equilibration differed between

the event-based algorithms, we focus on the

diffusional characteristics per event (collision)

between event-based algorithms in the liquid

states of the hard disk systems. We defined

the self- and pair-diffusion coefficient based on

the displacement number of disks and com-

pared the dependence in terms of the chain

length and the system size systematically. In

ECMC and NEC, as the chain length increases,

the diffusion coefficient grows and reaches the

highest values at a specific chain length. We

visualized the spatial distribution of the accu-

mulated number of displacements per particle

and calculated its probability density distribu-

tion. We found that NEC has an advantage

over ECMC in the diffusion coefficient in this

system since NEC samples homogeneously in

the system due to the Maxwell Boltzmann dis-

tribution of disk velocities for each displace-

ment during the event chain, which can sample

disks uniformly in the liquid state [7].

(ii) Non-equilibrium response and equilibration

in hard disk melting

We then focus on the non-equilibrium re-

sponse during the equilibration process in-

duced by a disturbance of the homogeneous

expansion. In the case of EDMD, we observed

the anomalous slow equilibration in the hard

disk systems around the co-existence phases

toward the liquid states in large-scale simula-

tion via a couple of physical properties. As

the physical mechanism of this anomalous slow

equilibration, we assumed that the spatial in-

homogeneity of the initial equilibrated phases

would contribute to the relaxation time signif-

icantly. The assumption was confirmed by the

probability distribution of local density and

orientational order parameter [8]. We also ob-

served anomalous slow equilibration both in

ECMC and NEC; however, the distinct differ-

ences between methods in the efficiency and

functional forms of relaxation of physical prop-

erties are detected. We found that NEC and

NEC are more efficient than EDMD.

As a typical non-equilibrium response, we

also investigated the thermodynamic cycles by

modeling the Stirling engine (SE) at the nano-

scale molecular level [9]. We established a nu-

merical model of a β-type SE with a displacer

piston and figured out the minimal necessary

conditions for stable rotation, as well as the

lower limits of both the difference in tempera-

ture and the particle number.
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Structural Formation of Patchy Particles  
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Patchy particles are spheres in which the 

effective interaction between particles is 

anisotropic. Among the patched particles, there 

is interest in those that have anisotropy in 

interparticle interactions due to inhomogeneous 

surface charges [1]. Charged patchy particles 

are expected to have a new structure, different 

from previous patchy particle systems, because 

the interaction between particles can be both 

attractive and repulsive. 

In this study, we focused on the structural 

formation of charged patchy particles, in which 

the particle surface is charged and the sign of 

the surface charge is reversed between the 

bipolar part and the other parts. Cluster 

formation in these systems was studied by 

molecular dynamics simulations. Modeling of 

charged Patchy particles is shown in Figure 1. 

Figure 2 shows an example of the structure 

formation of the system when the motion of the 

charged patchy particles was constrained 

between a pair of two-dimensional planes. In 

thermal equilibrium, the charged patchy 

particles exhibit a variety of configurations, 

including triangular, square, pentagonal, and 

hexagonal lattices. 

 

 
 
 
 
 
 
 
 

Fig. 1: Modeling of a charged patchy particle    

 
 
 
 
 
 
 
 
 
 

Fig. 2: Snapshot of charged patchy particles 
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Tensor-network study of real-time dynamics in

two-dimensional quantum many-body systems
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The nonequilibrium physics of quantum

many-body systems have attracted much in-

terest in recent years. Among others, real-time

dynamics of isolated quantum systems has

been investigated intensively in experiments

very recently. Such examples include analog

quantum simulators using ultracold atoms in

optical lattices [1–3] and those using Rydberg

atom arrays [4, 5]. The former is suitable for

studying the Bose-Hubbard models in 1D, 2D,

and 3D, and the latter is often used for study-

ing the quantum Ising systems. The number of

controllable Rydberg atoms has now exceeded

200 [6–8], which would be more qubits than

classical computers can handle. These recent

developments of analog quantum simulators

demand cross-validating the accuracy of exper-

iments and numerical simulations. Although

numerical methods based on matrix product

states are powerful in 1D [1, 3, 9], no decisive

methods exist for simulating dynamics in 2D

systems.

In the present study, we examine the ap-

plicability of the 2D tensor-network method

based on the infinite projected entangled pair

state (iPEPS) [10, 11] for simulating the real-

time dynamics. We first focus on the 2D Bose-

Hubbard model, whose time-dependent single-

particle correlation functions have been mea-

sured in the recent experiment [3], and inves-

tigate sudden and short-time quench dynam-

ics starting from the Mott insulator [12]. We

calculate the real-time evolved states by the

simple update algorithm. The tensor-network

Figure 1: Comparison of the time-dependent

single-particle correlation functions between

the experiment (red squares) and the iPEPS

simulations (blue line with symbols). We con-

sider a finite-time quench and optimize the

wave functions up to the bond dimensions

D = 8.

library TeNeS [13] is adopted.

We show the calculated single-particle cor-

relation functions for the short-time quench to

the Mott insulating region in Fig. 1. They

are in good agreement with the recent exper-

iment. We also predict how group and phase

velocities behave for the sudden quench to the

weaker interaction region, which has not been

explored in experiments. Our findings would

serve as a quantitative benchmark for future

experiments.

After checking the applicability of the

iPEPS method to the 2D Bose-Hubbard

model, we apply the method to the 2D

transverse-field Ising model. We focus on a

sudden quench starting from the fully disor-

dered state (Γ/J → ∞) to the disordered re-

gion (Γ > Γc). Calculated longitudinal spin-
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spin correlation functions agree very well with

the results obtained by the small-size exact di-

agonalization method and by the spin-wave ap-

proximation. We extract the group velocity

from the correlation functions in the stronger

field region. The group velocity is known

to be bounded above by the Lieb-Robinson

bound [14, 15]. The estimated group veloc-

ity in the present iPEPS study is much slower

than the recently updated bound [16], suggest-

ing that there is room for improving the ana-

lytical bound.
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Tensor-network study of the SU(4) Heisenberg model

on a tetramerized square lattice

Ryui KANEKO

Department of Physics, Kindai University

Higashi-Osaka, Osaka 577-8502, Japan

The SU(N) Hubbard and Heisenberg models

have attracted much attention recently [1–4].

They can be realized in the ultracold atoms

in optical lattices and in specific antiferromag-

nets. Since these models possess many inter-

nal degrees of freedom and would realize novel

quantum states that are absent in the well-

known SU(2) model, it is desirable to explore

ground states of the models on various lattices.

In the present study, we focus on how mul-

timerization affects the ground states of the

SU(N) Heisenberg model. To this end, we con-

sider the SU(4) antiferromagnetic Heisenberg

model [5]

H0 = J
∑

〈ij〉intra

Pij + J ′
∑

〈ij〉inter

Pij (1)

on a tetramerized square lattice [6] (see Fig. 1),

where Pij is a transposition operator which

exchanges flavors at site i and j, namely,

Pij |αiβj〉 = |βiαj〉 (αi, βi ∈ {0, 1, 2, 3}). It can

be written by using the flavor-changing opera-

tor Sβα(i) = |αi〉〈βj | as

H0 = J
∑

〈ij〉intra

∑
αβ

Sβα(i)Sαβ (j)

+ J ′
∑

〈ij〉inter

∑
αβ

Sβα(i)Sαβ (j). (2)

We specifically investigate the ground state of

the model in the presence of the population

imbalance (effective field), which favors the fla-

J J ′

Figure 1: Tetramerized square lattice. When

J � J ′ or J � J ′, the system decouples into

isolated four-site chains. When J = J ′, the

system becomes the conventional square lat-

tice, whose ground state is believed to exhibit

simultaneous dimerization and SU(4) symme-

try breaking [5].

vors 0 and 1:

H = H0 +Himb (3)

Himb = Dz

∑
i

[−S0
0(i)− S1

1(i) + S2
2(i) + S3

3(i)].

(4)

In the limit of J ′/J = 0 or J/J ′ = 0, the

system decouples into four-site chains. The

ground state is an SU(4) singlet for lower fields,

while it is a resonating-valence-bond (RVB)

state consisting of the 0 and 1 flavors for

higher fields. In the presence of weak couplings

among four-site chains (0 < J ′/J � 1), a

previous cluster-mean-field study with a small

2×1 sublattice structure [6] suggests the emer-

gence of the crystal, which is a mixture of the

singlet and RVB states, in the intermediate

field region.
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Figure 2: Energy comparison of selected

ground-state candidate states at J ′/J = 0.2.

The states are obtained for the bond dimen-

sions D = 7. In the intermediate field region

(0.5 . Dz/J . 0.6), we have confirmed that

the ground state is the singlet-RVB crystal.

To investigate the stability of such a crys-

tal state beyond the mean-field study, we

apply the 2D tensor-network method based

on the infinite projected entangled pair state

(iPEPS) [7,8]. The ground-state candidate sin-

glet and RVB states can be represented by the

iPEPS with the bond dimensions D = 7 and

D = 3, respectively. The singlet-RVB crys-

tal can also be represented by the iPEPS with

D = 7. We consider a variety of crystal states

that can be realized within a 2× 2 sublattice.

We take these states as initial states and op-

timize these wave functions. We adopt the

TeNeS library [9] and calculate the ground-

state candidates at D = 7 using the simple

update algorithm [10].

Figure 2 shows the energy comparison of

selected ground-state candidate states in the

presence of weak couplings J ′/J = 0.2. The

iPEPS energy is slightly lower than the re-

sult obtained by the previous cluster-mean-

field study [6]. On the other hand, the phase

boundaries are found to be nearly consistent

with the previous study; the singlet-RVB crys-

tal (0.5 . Dz/J . 0.6) emerges between

the lower-field SU(4) singlet and the higher-

field RVB states. The ground-state singlet-

RVB crystal is found to be a mixture of the

SU(4) singlet and RVB states in equal propor-

tions, and mixing in different ratios result in

higher energy. As for the ground-state candi-

date states we have studied, the intermediate

singlet-RVB crystal is stable in the presence of

weak couplings among four-site chains.
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Simulated scanning tunneling microscopy images of 

graphene nanoribbons with armchair edges 

 
Junhuan LI, Kenta ARIMA 

Graduate School of Engineering, Osaka University, Yamada-oka, Suita, Osaka 565-0871 
 

We are aiming at elucidating local electronic 
structures of finite-size graphene sheets and their 
impacts on scanning tunneling microscopy 
(STM) images [1]. For this purpose, we 
simulated STM images of armchair-edged 
graphene nanoribbons (AGNRs), using a 
simulation package named STATE (Simulation 
Tool for Atom TEchnology). 

We simulated STM images at a 𝑉! of −0.05 
V for AGNRs with the width ranging from 𝑊 =
22 to 𝑊 = 30 (in terms of ribbon width, 𝑊 is 
defined as the number of dimer lines across the 
ribbon width). STM images change periodically 
as the ribbon width increases. Figures 1(a)−1(c) 
summarize the results for AGNRs with 𝑊 =
3𝑎 − 2 , 	3𝑎 − 1 , 3𝑎 , respectively. For Figure 
1(a) and 1(b), the electron density is slightly 
high at the armchair edges. The dot patterns form 
a -√3 × √30𝑅30° superstructure in the interior 
of the ribbons. In contrast, for the case of 𝑊 =
3𝑎 in Figure 1(c), electrons are not localized at 
edges and bright dots in the images appear to 
form a rectangular lattice, which resembles 
superstructures observed experimentally. This 
periodic change of simulated images was also 
confirmed to continue until reaching a width of 
at least 8 nm, in which the value of 𝑊 was 65. 

Simulated STM images at higher sample 
biases, or larger absolute values than that in 
Figure 1， were also calculated in the same 

ribbons. Besides, the bandgaps of ribbons were 
investigated based on their band structures. It 
helps to check the validity of our simulations and 
discuss more details in simulated images. 

 

 
 
Fig. 1: Simulated STM images. A unit structure 

is superimposed in each image. 
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Towards a unified understanding of thermodynamic

properties in S=1/2 spherical kagome systems

{W72V30} and {Mo72V30}

Yoshiyuki Fukumoto

Department of Physics, Faculty of Science and Technology, Tokyo University of Science

2641 Yamazaki, Noda, Chiba 278-8510

The spherical kagome systems, or quantum-

spin icosidodecahedrons, are frustrated mag-

netic clusters with 30 spins. It has been

argued that {W72V30} can be described as

a regular, non-distorted, icosidodecahedron,

and {Mo72V30} contains structural distortion

[1]. The experimental magnetization curves for

those increase linearly with magnetic field [2],

although a cluster Heisenberg antiferromagnet

should show stepwise behavior. In a theoreti-

cal study on {W72V30}, Schnack et al. has re-

ported that the discrepancies are attributed to

the distribution of nearest-neighbor exchange

couplings, which is called bond-randomness,

where the width of the variance in exchange

interactions was estimated to be 30% of the av-

erage value J = 115K [2]. On the other hand,

our group has reported that the incorporation

of about 10% of Dzyaloshinskii-Moriya (DM)

interactions also leads to the collapse of the

staircase structure [3].

Subsequently, Kihara et al. experimentally

measured specific heats of both materials at

temperatures T < 11K under magnetic fields

up to 15T [4], and revealed that magnitudes

of the specific heats are comparable to calcu-

lated results of the non-distorted and distorted

Heisenberg models [1]. For {Mo72V30}, tem-

perature dependence of the specific heats has

a shoulder around 2 ∼ 3K and depends on

magnetic field, which is consistent with cal-

culated results with the distorted Heisenberg

model [1]. However, for {W72V30}, the cal-

culated specific heats with the non-distorted

Heisenberg model shows a peak around 2K and

significant magnetic field dependence, but the

experimental result has no peak and does not

show magnetic field dependence. As for the

disappearance of the 2K peak, a possible origin

is blurring of the density of states due to the

bond randomness. Because the 2K peak comes

from low-energy singlet excitations, we expect

that the 2K peak is readily dispersed by about

10% bond randomness, which is much smaller

than Schnack’s value [2]. We actually calculate

the density of state and specific heat to confirm

this expectation [5]. However, quantitative re-

production of experiment is not achieved.

It is interesting to study whether larger bond

randomness leads to quantitative reproduction

of experimental specific heat or not. We also

calculate the case of 30% bond randomness

and find that the magnetic field dependence

becomes smaller and the shape of the curve

approaches to the experiment, which suggests

an adequate choice of bond randomness, which

would be 40-50%, gives quantitative reproduc-

tion. On the other hand, because the specific

heat of {Mo72V30} has magnetic field depen-

dence and a shoulder in it’s temperature de-

pendence, we naively expect {Mo72V30} has

no bond randomness. The investigation of the

origin of presence or absence of the bond ran-

domness will be an issue in the future.

[1] N. Kunisada et al., PTEP 2014, 41I01 (2014).
[2] J. Schnack et al., arXiv:1304.2603v1.
[3] Y. Fukumoto et al., JPSJ 87, 124710, 2018.
[4] T. Kihara et al., PRB 99, 064430 (2019).
[5] M. Motohashi et al., arXiv:2112.07923v1.
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Numerical studies on excitation spectra of

Heisenberg antiferromagnets on the triangular and

kagome lattices

Yoshiyuki Fukumoto

Department of Physics, Faculty of Science and Technology, Tokyo University of Science

2641 Yamazaki, Noda, Chiba 278-8510

This project consists of two research top-

ics, (i) virational study of the triangular-lattice

system with the fermionic representation and

(ii) series expansion study of the kagome-

lattice system in Cs2Cu3SnF12.

As for (i), a neutron scattering experi-

ment on Ba3CoSb2O9 revealed the existence

of spinon continuum in the dynamical struc-

ture factor, in addition to magnon excitations

[1]. Zhang et al. used the fermionic spinon op-

erators to study the spinon continuum within

random-phase approximation (RPA) [2]. This

RPA treatment, however, does not exclude un-

physical states exactly. This year, we have

developed a program code using Monte-Carlo

method to obtain the energy of the variational

wave function proposed by Zhang et al. [1],

completely considering the constraints. We

also developed a program code to calculate the

variational energy for a 36-site system exactly,

without using Monte-Carlo sampling. The

variational parameter is the strength of the

staggered magnetic field conjugate to the 120

degree structure. We use wavenumbers that

satisfy periodic or anti-periodic conditions in

two directions of the triangular lattice. There

are four combinations of wave numbers, and

we make four states from each. The optimal

combination of the four states is found by solv-

ing the generalized eigenvalue problem. In the

next fiscal year, we will start developing a pro-

gram code for the particle-hole excitations to

obtain the dynamic structure factor.

As for (ii), Cs2Cu3SnF12 has the q=0 order,

and a theoretical analysis, based on the lin-

ear spin wave theory, of the observed magnon

dispersion resulted in the exchange parameter

which is 40% less than the result by an analysis

of susceptibility. This fact indicates difficulty

in the linear spin wave theory for frustrated

systems.

In this study, we calculate the dispersion re-

lation by series expansion from the Ising limit.

We include Dzyaloshinskii-Moriya (DM) inter-

actions into our model, where we set the DM

vector to be perpendicular to the plane on

which ordered moment lies. The direction of

the DM vector is chosen to stabilize the q=0

state. The linked cluster expansion algorithm

is used to make expansion coefficients. We de-

veloped a calculation program using the pre-

vious research that applied the cluster expan-

sion method to the triangular-lattice system

as a benchmark test [3], and extended it to the

kagome-lattice system. As a result, it is clar-

ified that the bandwidth of the magnon spec-

trum in the series expansion is about 1/4 of

the linear spin wave theory, and its shape is

also changed significantly. We also find that

the correction for the linear spin wave theory

is larger in the kagome lattice than in the case

of the triangular lattice. Also, the shape of

the magnon spectrum obtained by series ex-

pansion is comparable to the experimental re-

sults of Cs2Cu3SnF12. It is speculated that the

agreement can be improved by making the DM

interaction more realistic in the future.

[1] S. Ito et al., Nat. commn. 8, 235, 2017.

[2] C. Zhang et al., PRB 102, 075108, 2020.

[3] W. Zheng et al., PRB 74, 224420, 2006.
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Gapless symmetry-protected topological phase of

quantum spin system
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1Institute for Solid State Physics, University of Tokyo

Kashiwa-no-ha, Kashiwa, Chiba 277-8581
2Department of Physics, Ibaraki University

Mito, Ibaraki 310-8512
3Department of Basic Science, University of Tokyo

Meguro, Tokyo 153-8902
4Quantum Matter Program, Graduate School of Advanced Science and Engineering,

Hiroshima University, Higashihiroshima, Hiroshima 739-8530

Classifying phases of matter is one of the

paramount issues in condensed matter physics.

One of the important classes of the quantum

phase of matter is symmetry-protected topo-

logical (SPT) phases. A SPT phase is a gapped

phase which preserves some given symmetries

but not adiabatically connected to a trivial

phase without breaking the symmetries [1].

Recently many researchers attempt to extend

the concept of SPT phase into gapless system

[2, 3].

In the present study, we proposed a quantum

spin model that has the properties of gapless-

ness and nontrivial SPT phase simultaneously.

The model we proposed is the anisotropic tri-

angular strip (ATS) XXZ model, shown in

Fig.1, which consists of three-leg antiferromag-

netic ladder with frustrated interchain cou-

plings. We used the density matrix renormal-

ization group (DMRG) method to calculate

the ground state of the ATS XXZ model at

the specific parameters, J = 1.0, ∆ = 0.8, and

J× = 0.5. We used the ITensor and TeNPy

libraries [4, 5].

We found that the entanglement entropy of

the ATS XXZ model fits with Calabrese-Cardy

formula of open boundary condition. Accord-

ing to the conformal field theory, it is expected

that the central charge of the ATS XXZ model

is one. The calculation result of central charge

is shown in Fig.2, and the central charge be-

come close to one, which is derived from the ex-

trapolation of the entanglement entropy about

the system size. In addition, Fig.3 shows the

calculation result of entanglement spectrum

and we can see double degeneracy, which is an

important feature of Haldane state in quan-

tum spin system. From these two results, the

ground state of ATS XXZ model is Tomonaga-

Luttinger liquid which has the property of non-

trivial SPT phase. Therefore we can conclude

that the ground state of ATS XXZ model with

J = 1.0, ∆ = 0.8, and J× = 0.5, is in gap-

less SPT phase. We presented these results at

the 2022 Annual (77th) Meeting of the Physi-

cal Society of Japan [6].

Figure 1: ATS XXZ model
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Figure 2: Entanglement entropy of the ATS

XXZ model. The purple line is the fitting

line of entanglement entropy by the Calabrese-

Cardy formula.

Figure 3: Entanglement spectrum of ATS XXZ

model.
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Development of multiscale simulation technique  
for liquids and solids 

 
Takahiro MURASHIMA 

Department of Physics, Tohoku University, 
6-3, Aramaki-Aza-Aoba, Aoba-Ward, Sendai, Miyagi 980-8578 

 
Predicting the flow and deformation of soft 

matter and composite materials is still a very 

difficult problem. Aside from the problem of 

solving macroscale continuum equations, there 

are difficulties in determining constitutive laws 

that characterize materials. An approach to 

determine the constitutive law (rheology) of a 

material using molecular simulations has been 

popular in recent years. Multiscale simulations 

that connect these molecular simulations to 

continuum simulations as constitutive laws do 

not explicitly require constitutive laws, thus 

avoiding the difficulty of deriving constitutive 

laws [1]. However, there is a problem of 

boundary conditions for treating general flow 

fields in molecular dynamics simulations. 

Therefore, in this research project, we 

attempted to extend the boundary conditions to 

solve this problem. 

Recently, we have developed the UEFEX 

method [2], which enables large-elongation 

flow simulations. Here, the elongation axis and 

the unit cell are not parallel to each other to 

avoid collapsing the unit cell under 

elongational deformation. （Figure 1 shows the 

steady state of polymer chains under uniaxial 

elongational flow.) 

 

 
Fig.1: Polymers under uniaxial elongation 𝜅𝜅 =

�
𝜖𝜖̇ 0 0
0 𝜖𝜖̇/2 0
0 0 𝜖𝜖̇/2

�. 

 

For general deformations in the molecular 

dynamics simulation, we proposed a method 

that uses QR decomposition to exclude the 

rotational component of the deformation tensor 

and impose only pure deformations on the 

molecular simulation system [3]. Here, we 

considered problems in which large 

deformations and rotations do not occur. This 

time, we extended this method to include 

vortex flow in fluids. (Figure 2 shows a 

polymer chain in a rotating flow.) Before 
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conducting multiscale simulations using this 

method, we are currently conducting an 

analysis assuming a corner vortex phenomenon 

that appears in polymer melts. We intend to 

summarize the results in a future paper. 

  

 
Fig. 2: Polymers under rotational flow 𝜅𝜅 =

�
0 𝑎̇𝑎 0
−𝑏̇𝑏 0 0
0 0 0

�, where 𝑎̇𝑎 > 𝑏̇𝑏. 
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Ashkin-Teller-like phase transition in the

two-dimensional classical dimer-monomer model

Satoshi MORITA

Institute for Solid State Physics, University of Tokyo

Kashiwa-no-ha, Kashiwa, Chiba 277-8581

An attractive interaction between dimers

aligning on a square induces finite-temperature

phase transitions [1, 2]. The phase transi-

tion between the liquid and columnar phases

is known as the Kosterlitz-Thouless transition.

When monomers are introduced, the critical

exponents smoothly change and its univer-

sality class is the same as the Ashkin-Teller

(AT) model. On the other hand, another or-

dered phase appears between the two phases

when the nearest-neighbor attractive interac-

tion along the dimer direction is sufficiently

large [3]. This phase called the nematic phase

breaks only the lattice rotational symmetry.

Although preceding studies reported these in-

teresting features, an intermediate parameter

region, where two attractive interactions are

comparable, were not investigated. It is not

known yet how the phase transition between

the columnar and disordered phases splits into

two transitions involving the nematic phase.

To address this problem, we investigate a

classical dimer-monomer model on the square

lattice by using the Monte Carlo (MC) method

and the tensor network (TN) method. For the

MC method, we generalize the worm algorithm

to the grand-canonical ensemble of this dimer

model. The TN method for infinite systems is

complementary to the MC method. From the

TN representation of the partition function,

the row-to-row transfer matrix is constructed

as the matrix product operator (MPO). Its

eigenvector with the maximum eigenvalue is

approximated by the uniform matrix prod-

uct state (uMPS). We determine the phase

structure and find the existence of the multi-

critical point. The universality classes of the

phase transitions are discussed by estimating

the scaling dimension and the central charge.

We find that the columnar and nematic orders

correspond to the magnetization and polariza-

tion in the Ashkin-Teller model, respectively.

The estimated scaling dimensions clearly indi-

cate the Ashkin-Teller universality class. We

also confirm the 4-state Potts universality at

the multi-critical point.

Figure 1: A typical configuration of the ne-

matic and disordered phases generated by the

MC simulations.
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First Principle Calculation and Charge Order Structure in 

Organic Charge Order Materials 

 

Masatoshi SAKAI, Ryoma ISHII 

Department of Electrical and Electronic Engineering, 

Chiba University, 1-33 Yayoi-cho Inage, Chiba 263-8522 

 

 

We tried to calculate the electronic structure 

of -(BEDT-TTF)2PF6 from the first principle 

calculation using Quantum Espresso, 

RESPACK, and mVMC. Starting from the 

loading cif file into Quantum Espresso, we 

obtained the results of the scf calculation. After 

that, Wannier calculation was carried out by 

RESPACK to calculate Wannier orbitals so that 

the band dispersion curve around HOMO 

orbitals in scf calculation is reproduced by 

using the Wannier function. Fig. 1 (a) shows 

one of the selected Wannier functions used in 

this calculation, and Fig. 1(b) shows the band 

dispersion curves of the Wannier function 

superimposed into the result of the scf 

calculation. Wannier function represents the 

molecular orbital of the BEDT-TTF, and band 

dispersion curves are also well reproduced. 

Therefore, we obtained reasonable results in 

RESPACK calculation in the 3x3x3 K-mesh 

condition. Then we carried out the cRPA 

calculation to obtain dielectric function, 

Coulomb integrals, and exchange integrals. We 

spent a long time converging these calculations; 

however, we obtained the interaction 

parameters in -(BEDT-TTF)2PF6. Now we are 

trying to execute mVMC calculation both in -

(BEDT-TTF)2PF6 and -(BEDT-TTF)2I3 

organic charge order system to elucidate our 

experiment.

 

Fig. 1 (a) One of the calculated Wannier 

orbital around the Fermi level of -

(BEDT-TTF)2PF6. (b) Band dispersion curves 

of Wannier function superimposed in the scf 

calculation. (c) Coulomb interaction as a 

function of inter center distance. 

(a)

(b)

(c)
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Structural analysis of surface superstructures and atomic layer 
materials using by 2DMAT on supercomputer system at ISSP 

 
Akari TAKAYAMA 

Department of Physics, 
Waseda University, Ohkubo, Shinjuku-ku, Tokyo 169-8555 

 
In our research, we use supercomputers for 

structural analysis in terms of determining the 

structure of materials. Since structure and 

physical properties are closely related, it is 

essential to know the exact structure in order to 

correctly understand the physical properties. 

Generally, surface and interface structures are 

complicated than bulk crystal due to structural 

relaxation and structural reconstruction at 

surface and interface. For instance, structure of 

epitaxial graphene growth on SiC is still 

controversial due to the underlying-buffer layer 

with a long-period (6√3×6√3-R30°). Also the 

√3×√3-Pb/Si(111) surface superstructure, which 

is known to undergo a structural phase transition 

at T = 86 K, forms a “mosaic” structure, thus its 

detailed structure is fully understood. In this 

study, we investigated the structure of graphene 

on SiC including a buffer layer and Pb/Si(111) 

surface superstructure by using total reflection 

high-energy positron diffraction (TRHEPD) 

method. For structure analysis, we used 

“2DMAT” [1], an open source framework for 2D 

material structure analysis, which is included as 

standard software in ISSP’s supercomputer. 

Using massive parallel computer simulations on 

supercomputer is very useful for structure 

analysis of large periodic structure and surface 

superstructure with lattice reconstruction 

because they require many variables for analysis. 

Figure 1 shows the rocking curve under the 

one-beam condition obtained from the 

experiment (circles) and from calculation (solid 

line) for 0-BL graphene (buffer layer) of 

SiC(0001). From the fitting calculation for this 

rocking curve, we determined the buckling 

structure of buffer layer and found that our 

determined structure corresponds well with the 

structural model proposed by Lima et al. [2]. 

Moreover, the ratio of bounding and free-

standing regions with/from substrate were 

determined to be 22 % and 78 %, respectively, 

in this sample. The ratio is consistent with 

previous studies [3, 4]. 

 
Fig. 1: Structure analysis results of buffer 

layer on SiC. 
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Figure 2 shows the rocking curve under the 

one-beam condition obtained from the 

experiment (circles) and from calculation (solid 

line) for mosaic phase of √3×√3-Pb/Si(111). We 

have succeeded in determining the structure of 

the mosaic phase by analyzing the Pb occupancy 

as a variable. In addition, no noticeable changes 

in the rocking curves were observed at low (T = 

13 K) and room temperatures. This suggests that 

the phase transition in this structure is caused by 

soft phonons [5]. 
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Fig. 2: Structure analysis results of mosaic 

phase of Pb/Si(111). 
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Minority Driving Transition in Collective Movement

Katsuyoshi Matsushita

Department of Biological Science, Osaka University

Machikaneyama, Toyonaka 560-0043

In biological organisms, cells aggregate and

form tissues to function. Cell aggregation

exhibits various dynamics, including rotation

and translational movements. The transition

from the rotation to the translational move-

ments is well known in the developmental pro-

cess in Dictyostelium Discoideum (dicty) [1].

The physical mechanism of this transition has

been theoretically investigated on the basis of

the behavior of cells [2, 3]. In particular, the

works consider the response of cells to chem-

ical gradients, which is observed in a earlier

stage of development. These works success-

fully explained the transition and apperently

unified the cell movements throughout the de-

velopmental process of dicty combined with

the works for later stages [4].

These works assume homogeneous cell sys-

tems. However, as well known, the transition is

tightly associated with cell differentiation. Cell

differentiation means the change in the mate-

rial properties of the cells. Therefore, the re-

sponse property to the chemical gradient may

not be conserved in the transition. Recent

advances in the investigations of this transi-

tion showed the lack of the response of dicty

cells [5]. Furthermore, both the rotational and

translational movements do not depend on the

response [6, 7]. These results imply the ex-

istence of another physical mechanism associ-

ated with cell differentiation.

A possible mechanism is the material pa-

rameter change in the cells. In particular, the

rate of differentiation in population gradually

changes during the transition process with sev-

eral hours [1]. Therefore, we can expect the

following situation: The collective movement

is rotational when the differentiated cells are a

minority in the cell population. Otherwise, the

collective movement is a transnational move-

ment. Namely, the minority change in cell pop-

ulation in the differentiation process drives the

transition in collective movements.

To examine this scenario of the transition,

we theoretically considered the process of cell

population change [8]. We use the cellular

Potts model [9, 10]. The cell population is as-

sumed to consist of leader and follower cells

[11]. The leader cells correspond to the differ-

entiated cells and can lead the following cells

using the cell-cell adhesion [12]. We also con-

sider cell polarities by memorizing the cell tra-

jectories [13, 14]. These polarities correlate

with the adhesion [15] and stabilize the order-

ing of the cell movements [16, 17].

From the simulation results based on the

above model, we examine the population de-

pendence of the collective cell movements. We

showed that the minority change in cell popu-

lation in the differentiation process drives the

transition of collective movements. A motility-

inducing phase separation (MIPS) inner the

cell aggregation appears for intermediate pop-

ulations. The MIPS divides the cell aggre-

gation into two aggregations: a homogeneous

un-differentiated population and a highly dif-

ferentiated population. Therefore, this minor-

ity change cannot explain the transition from

rotation to translational movements for stable

cell aggregations. The improvement of the sce-

nario based on the minority change remains in

the future.
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The clarification of the origin of this aggre-

gation division is expected to give us hints to

improve the scenario. In our recent work, we

investigate a homogeneous cell system to iden-

tify the parameters of collective movements

[18]. We find that the occurrence of the col-

lective movement, including the rotation and

transnational movements, depends on the in-

terface tension of the cell aggregations. This

result implies the transition due to minority

change originates from a change in the inter-

face tension of the aggregation. The minor-

ity change is speculated to reduce the interface

tension, and aggregation division is associated

with the transition. This speculation implies

the fine-tuning of the interface tension in the

differentiation. However, it is not realizable in

a realistic system and the necessity for another

idea.
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Non-uniform thermal transport properties in proteins 
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Protein molecules are thermally fluctuating and 

tightly packed amino acid residues strongly 

interact with each other. Such interactions are 

characterized in terms of heat current at the 

atomic level. We calculated the thermal 

conductivity of a small globular protein, villin 

headpiece subdomain, based on the linear 

response theory using equilibrium molecular 

dynamics simulation. The value of its thermal 

conductivity was 0.3 ± 0.01 [W m–1 K–1], 

which is in good agreement with experimental 

and computational studies on the other proteins 

in the literature (Figure 1). Heat current along 

the main chain was dominated by local 

vibrations in the polypeptide bonds, with amide 

I, II, III, and A bands on the Fourier transform 

of the heat current autocorrelation function [1] 

(Figure 2). 

 

Figure 1: Thermal conductivity. The time 

evolution of the average heat current 

autocorrelation function is shown in blue. Its 

short time behavior is shown in the inset. The 

value of λ is shown in orange as a function of 

integration time, τ, for τ > 3.0 ps. The red line 

indicates the running mean of λ with a window 

size of 100 fs. 

 

 

Figure 2: Fourier transform of the backbone 

heat current autocorrelation function. The 

Fourier transform of the average heat current 

autocorrelation function is shown for the 

backbone heat current. 
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Majorana Kramers Qubits and Yang-Lee Anyons in

Topological Superconductors

Takeshi MIZUSHIMA

Department of Materials Engineering Science, Osaka University

Toyonaka, Osaka 560-8531

We have investigated non-Abelian statistics

of Majorana Kramers pairs (MKPs) in time-

reversal invariant topological superconductors

(TRITSCs) [1]. We have also demonstrated

that a Yang-Lee anyon system is constructed

from Majorana bound states in topological su-

perconductors [2].

In Ref. [1], we numerically simulated braid-

ing dynamics of MKPs in a network of one-

dimensional TRITSCs, and examined the tol-

erance against various perturbations which

may cause decoherence of MKPs. We first con-

sidered effects of a magnetic field which breaks

time-reversal symmetry. In contrast to a naive

expectation, we find the non-Abelian braiding

of MKPs is robust against applied magnetic

fields provided that the initial and final states

of a braiding process are invariant under the

combination of a time reversal and a mirror re-

flection, even when intermediate states break

the combined symmetry. In addition, we in-

vestigated the tolerance of non-Abelian braid-

ings against gate-induced inhomogeneous po-

tentials at junctions between superconducting

nanowires. The potential generally generates

a non-Majorana nearly zero-energy Andreeev

bound state at the junctions. We demon-

strated that the non-Majorana states interfere

with MKPs, resulting in the failure of non-

Abelian braidings.

Yang-Lee anyons, described by the non-

unitary conformal field theory with the central

charge c = −22/5, are non-unitary counter-

parts of Fibonacci anyons, obeying the same

Metal (electron bath)

Figure 1: Schematics of Yang-Lee anyon sys-

tem with Majorana quasiparticles.

fusion rule. Therefore, the Yang-Lee anyon

system is expected to be a platform for real-

izing universal topological quantum computa-

tion. In Ref. [2], we considered a topological

superconductor junction system coupled with

dissipative electron baths (see Fig. 1), which

realizes a non-Hermitian interacting Majorana

system. Numerically estimating the central

charge, we examined the condition that the

non-Hermitian Majorana system can simulate

the Ising spin model of the Yang-Lee edge sin-

gularity, and confirmed that, by controlling

model parameters in a feasible way, the Yang-

Lee edge criticality is realized. We also discuss

the scheme for the measurement and the braid-

ing of Yang-Lee anyons, aiming at the applica-

tion to the universal quantum computation.
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Extension of susceptibilities, screened exchange and

spin-fluctuation integrals into ultrasoft

pseudopotentials

Mitsuaki KAWAMURA

Institute for Solid State Physics, University of Tokyo

Kashiwa-no-ha, Kashiwa, Chiba 277-8581

In the Eliashberg theory or density

functional theory for superconductors

(SCDFT) [1], where the electron-phonon,

screened Coulomb, spin-fluctuation mediated

interactions are included non-empilically, we

need to compute the folowing product of two

Kohn-Sham orbitals

ρnkn′k′(r) = ϕ∗nk(r)ϕn′k′(r), (1)

where n (n′) and k (k′) are the band index and

Bloch wavenumber, respectively. To perform

this product together with the ultrasoft pseu-

dopotentials (USPP) or projector augumented

waves (PAW) that are widely used because of

the good accuracy and reasonable numerical

costs [2], we need a correction term for the

norm-conservation. Such a correction is orig-

inally proposed for the calculation of the sus-

ceptibility [3] as

∆ρnkn′k′(r) =
∑
τii′

〈ϕnk|βτi′〉〈βτi|ϕn′k′〉Qτii′(r),

(2)

where βτi is the projector dual to the atomic

pseudo orbital ψPSτi at atom τ and orbital i,

and the augumentation charge Qτii′(r) is com-

puted from the pseudo (PS) and all-electron

(AE) atomic orbitals as follows:

Qτii′(r) ≡ ψAE∗τi (r)ψAEτi′ (r)− ψPS∗τi (r)ψPSτi′ (r).

(3)

To utilise this correction to the calculation

of the spin-fluctuation mediated interaction,
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Figure 1: Spin-fluctuation mediated- (a, c) and

screened exchange- (b, d) interactions aver-

aged over the Fermi surface of Nb (a, b) and V

(c, d). “+”, “×”, and “◦” idicate results with

norm-conserving (NC) ultrasoft (US) with and

without augumentation charge Q(r), respec-

tivelly.
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we implemented this formalism into our first-

principles program package Superconducting-

Toolkit [4] which is based on SCDFT.

Figure 1 shows the screened exchange and

spin-fluctuation interactions averaged over the

Fermi surface of Nb and V. In Nb, the ef-

fect of the augmentation charges Q is small

because the USPP for this atom is almost

norm-conserving. At the same time, V has

a significant contribution from Q due to the

nodeless 3d orbitals. In Fig. 1(d), we can

see a deviation between the result by NC and

US pseudopotential even if we include the

correction. This deviation may be because

the exchange-correlation kernel included in the

spin-fluctuation is sensitive to the charge den-

sity in the vicinity of atoms.

We also performed the benchmark of the cal-

culation of Tc for 15 materials, namely Al, V,

Ta, In, Zn, Cd, Sn, ZrN, TaC, MgB2, H3S

(at a pressure of 200 GPa), CaC6, YNi2B2C,

and V3Si. Figure 2 shows the experimental,

and calculated Tc; we performed four kind

of calculations by changing superconducting

density functional, namely the conventional

plasmon-assisted [5], Sanna’s Eliashberg-

mimic (Sanna) [6], Sanna+Coulomb renormal-

ization (ZC) [7], and Sanna + ZC + Spin-

fluctuation [9, 8] functional.
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Development of Algorithms for Ising Machines Based

on Statistical Mechanics

Shu TANAKA

Department of Applied Physics and Physico-Informatics, Keio University

Hiyoshi, Yokohama, Kanagawa, 223-8522

Ising machines are a promising computa-

tional technique for highly efficient combina-

torial optimization problems. Simulated an-

nealing and quantum annealing are known as

the internal algorithms of Ising machines, and

a thorough investigation of the statistical dy-

namic properties of the Ising model is expected

to improve the performance of Ising machines.

In addition, investigating new ways of utiliz-

ing Ising machines is also an essential topic in

the field of Ising machines. In this research

project, we concentrated on the following two

points.

(I) Dynamical properties of one-

dimensional random Ising model with

random transverse field [1]

Quantum annealing is a method of intro-

ducing an Ising Hamiltonian and Hamiltonian

expressing noncommutative quantum fluctua-

tions. We wish to search the ground state, and

by varying the coefficients of each Hamilto-

nian with time, we eventually find the ground

state of the Ising Hamiltonian. One of the fac-

tors that deteriorate the computational per-

formance of quantum annealing is the reduc-

tion of the energy gap. The study of quan-

tum phase transitions, where the energy gap

systematically decreases with system size, is a

common strategy for understanding the per-

formance of quantum annealing from the per-

spective of statistical mechanics.

We considered an Ising model with ran-

dom interactions defined as a one-dimensional

chain. We investigate the system size depen-

dence of the energy gap and the behavior of

the dynamical critical exponent when a trans-

verse magnetic field with randomness uncorre-

lated with the randomness of the interaction is

applied and when a transverse magnetic field

with randomness correlated with the random-

ness of the interaction is applied. As a result,

it was found that there is a difference between

the two cases.

(II) Black-box continuous optimization

using Ising machines [2]

An Ising machine is a hardware that takes

an Ising model or equivalent QUBO represen-

tation as input format and operates to search

its ground state. Ising machines have been ap-

plied in various situations to combinatorial op-

timization problems that Ising models or QU-

BOs can represent. On the other hand, a

method for utilizing Ising machines for black-

box discrete optimization, i.e., discrete op-

timization problems for which the objective

function is not explicitly given, was proposed

by us in 2020 [3]. We extended it and proposed

a method to perform black-box continuous op-

timization with Ising machines.
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Quantum Spin Systems

Kazuo HIDA
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We investigate the ground-state phases of

mixed diamond chains with bond alternation

described by the following Hamiltonian : [1]

H =
L∑
l=1

[
(1 + δ)Sl(τ

(1)
l + τ

(2)
l )

+ (1− δ)(τ
(1)
l + τ

(2)
l )Sl+1 + λτ

(1)
l τ

(2)
l

]
, (1)

where Sl, τ
(1)
l and τ

(2)
l are spin operators with

magnitudes Sl = τ
(1)
l = 1/2 and τ

(2)
l = 1. The

number of unit cells is denoted by L, and the

total number of sites is 3L. Here, the parame-

ters λ and δ control the frustration and bond

alternation, respectively, as depicted in Fig. 1.

Sl

1+δ

λ
1−δ

1−δ

1+δ

τl
(1)

Sl+1

τl
(2)

Figure 1: Structure of the diamond chain in-

vestigated in this work.

Defining the composite spin operators T l as

T l ≡ τ
(1)
l +τ

(2)
l , it is evident that ∀l [T 2

l ,H] =

0. Thus, we have L good quantum numbers

T 2
l ≡ (Tl + 1)Tl where Tl = 1/2 and 3/2. The

total Hilbert space of the Hamiltonian (1) con-

sists of separated subspaces, each of which is

specified by a definite set {Tl}.
For large λ, ∀l Tl = 1/2. Hence, for δ ̸= 0,

the ground state is equivalent to that of the

spin 1/2 chain with bond alternation δ. There-

fore, the ground state is a gapped spin liquid.
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Figure 2: (a) λ-dependence of msp calculated

by the infinite-size DMRG method. (b) Mag-

nified figure around λ ∼ λc0(0).
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mc
sp.plotted against δ2/3.

This energy gap vanishes for δ = 0. For small

λ, ∀l Tl = 3/2. Hence, the ground state is

equivalent to that of the spin 1/2-3/2 alter-

nating chain. Therefore, the ground state is a

ferrimagnetic phase with a spontaneous mag-

netization msp = 1 per unit cell. Between

these two phases, we carry out the infinite-size

DMRG calculations for various configurations

of {Tl} to obtain the ground-state energy per

unit cell. As a result, we find that the ground

state undergoes a transition at λ = λc0(δ) to a

series of ferrimagnetic phases with msp = 1/p

where p takes positive integer values. This

transition is a first-order transition for δ ̸= 0

with a discontinuous change mc
sp in msp, while

no discontinuity is found for δ = 0.[2]

The critical behaviors of mc
sp and λc0(δ)

around the critical point (δ, λ) = (0, λc0(0))

turned out to be

mc
sp ∝ δ2/3, (2)

λc0(δ)− λc0(0) ∝ δ2/3. (3)

These relations are also explained

analytically.[1]
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Quantum simulation using Ising models 
 

Yuya SEKI 
Graduate School of Science and Technology, Keio University, Kanagawa 223-8522  

 
We have studied properties of factorization 

machine with annealing (FMA) [1] for quantum 

simulations. The FMA method approximates 

the Hamiltonian of the target system with Ising 

model through a machine learning model called 

factorization machine (FM) [2]. Instead of 

finding the low-energy states of the target 

system that is hard to analysis, we investigate 

low-energy states of the approximated Ising 

spin system. In FMA procedure, we use Monte 

Carlo methods to generate low-energy samples 

from the trained FM. In addition, the training 

process of FM includes the backpropagation 

method for updating the model parameters in 

FM, which requires a linear algebra library for 

calculation. These calculations were performed 

using multithreading to reduce the execution 

time. FMA includes various hyperparameters 

that should be optimized to achieve high 

accuracy solutions. To search for optimal 

hyperparameters efficiently, we performed the 

calculation in parallel by changing the 

parameters. 

This year we developed a new method that 

combines FMA with integer-encoding methods. 

The developed method enables us to calculate 

the ground state of quantum systems 

approximately. As a benchmark problem, we 

consider the problem of finding the ground 

state of the hydrogen molecule, whose 

Hamiltonian consists of fermions. In this 

project, we used three encoding methods: 

binary encoding, one-hot encoding, and 

domain-wall encoding. To investigate 

performance for each encoding method, we 

calculate the distribution of the accuracy of 

solution of the developed method by running 

the developed method repeatedly. As a result, 

we obtained the optimal region of parameters 

where the developed method provides a 

solution that is close to the true ground state 

with a high probability for each encoding 

method. Adjusting the parameters, we obtain 

the ground-state of the hydrogen molecule 

where relative energy error is less than 10!" . 

Also, we determined the proper encoding 

method from the obtained data. Among the 

encoding methods, one-hot encoding shows 

better performance than the others. This result 

indicates that the sparsity of data expression 

determines the performance of FMA. 
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Large-scale molecular-dynamics simulation of silica melt and glass 
under high pressure with ANN potentials by active learning 
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Silica is well known as an archetypal oxide 

and the compression behavior of silica glass and 

melt has attracted considerable attention in 

various research fields of physical sciences.  Due 

to the strong covalent bonding, the melting point 

is extremely high.  It is difficult to perform 

experiments on silica melt under high pressure, 

and theoretical calculations are a powerful 

research tool. 

In contrast to crystalline materials, non-

crystalline materials do not have long-range 

order, and therefore, in order to obtain reliable 

information, it is necessary to perform 

theoretical calculations on a system as large as 

possible.  There is a limit to the size of the 

system which can be calculated by ab-initio 

methods.  In this study, we have fitted the 

potential with a machine-learning technique 

(ANN potential) on the basis of the results of ab-

initio calculations, and have applied it for the 

calculations with an extended system.  However, 

in our previous projects, it has been observed 

that the large-scale calculations of melt were 

difficult to stabilize and quickly diverged, 

making them impossible to continue.  In this 

project, we tested a new method of efficiently 

obtaining required training data through active 

learning. 

An active-learning method can be roughly 

divided into three stages.  First, multiple ANN 

potentials are decided for the same set of training 

data and MD simulations are made with each 

potential.  Second, ab-initio calculations are 

made for the atomic arrangement corresponding 

to the steps for which the calculation results in 

the first stage differ significantly among the 

potentials.  Finally, the ab-initio results are 

added as new training data for the next potential 

fitting. 

The test calculations were performed for the 

solidification process of silica melt under high 

pressure.  The ANN potential was determined by 

the machine-learning method with the potential, 

force, and stress data obtained by ab-initio 

calculations for a temperature range of 300-

5,000 K at 60 GPa with 144 atoms.  Active 

learning was performed three times to search for 

the conditions under which calculations on silica 

melt do not diverge at 60 GPa and 4,000 K for a 

system expanded to about 30,000 atoms. 

The number of data was originally 15,000 

and about 2,000 were added for each active 
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learning.  Although there was improvement in 

the differences in calculation results between 

ANN potentials and in the number of steps at 

which divergence occurred in the expanded 

system up to the second active learning, there 

was almost no improvement after the third 

learning.  This may be due to the fact that the 

active learning process increases the likelihood 

of mixing training data of unrealistic atomic 

arrangements.  It was found that active learning 

enables us to delay, if not completely prevent, 

divergence. 
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Theoretical study of thermoelectric properties
in doped Fe2VAl: A weak-coupling approach

Kazutaka NISHIGUCHI
Graduate School of System Informatics, Kobe University

Rokkodai-cho, Nada-ku, Kobe 657-8501

1 Heusler compound Fe2VAl

Heusler compound Fe2VAl is one of the promis-
ing thermoelectric materials, which exhibits large
power factor P = σS 2 with σ and S being the
electrical conductivity and Seebeck coefficient, re-
spectively, although the thermal the dimensionless
figure of merit ZT = σS 2T/κ is not so large yet
reflecting its large thermal conductivity κ.

Recently, it is experimentally observed in
doped Fe2VAl (i.e., Fe2V0.9Cr0.1Al0.9Si0.1 and
Fe2.2V0.8Al1−ySiy) as a weekly ferromagnetic ma-
terial that ferromagnetic fluctuations enhance the
thermoelectric properties such as S and P around
the Curie temperature (Tc = 285 K). [1] It is not
only a desirable property for practical use in real-
istic (room) temperatures, but also a fundamental
and intriguing quantum phenomena where quan-
tum fluctuations and thermoelectric effects are en-
tangled by electron correlations.

Motivated above, we have studied electronic
properties of Fe2VAl using first-principles cal-
culations based on the density functional the-
ory (DFT) within the generalized gradient ap-
proximation (GGA). We performed DFT calcu-
lations with the Perdew–Burke–Ernzerhof (PBE)
exchange-correlation functional and the projector
augmented wave (PAW) method using The Vi-
enna Ab Initio Simulation Package (VASP) [2] and
QUANTUM ESPRESSO package. [3] One could
observe from the band structure and density of
states (DOS) are shown in Figure 1 that the Fe and
V d-orbitals around the Fermi level mainly con-
tribute to the low-energy electronic structures.

We have also considered the dopant effects on

E
n

er
g

y
 (

eV
)

−8.0

−6.0

−4.0

−2.0

0.0

2.0

4.0

6.0
Fe (d)

V (d)

W L Γ X W K Γ a.u.

Figure 1: (Left) Band structure and (Right) DOS
of Fe2VAl. The energy is measured from the Fermi
level. The components of Fe and V d-orbitals are
projected (by red and blue), respectively.

the doped Fe2VAl to investigate its magnetic prop-
erties: the Cr and Fe substitution for V and the Si
substitution for Si were taken into account by the
(2 × 2 × 2) supercell calculations. We could ob-
serve that the Cr and Fe substitution for V induce
the spin-polarized states and the magnetic moment
arises at the Cr and Fe, respectively, while the elec-
tronic structure for the Si substitution for Si is still
paramagnetic state.

Furthermore, we have constructed the first-
principles effective model for Fe2VAl using the
maximally localized Wannier functions with Wan-
nier90. [4] We here found that the effective model
has to involve not only Fe and V d-orbitals men-
tioned above but also Al s- and p-orbitals in or-
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der to reproduce the original band structure around
the Fermi level since these orbitals highly entan-
gle with each other and have large hybridization.
Therefore, we adopted a 19-orbital effective model
for Fe2VAl: 5(Fe − d) × 2 + 5(V − d) + 4(Al − sp).

2 122 Zintl Phase Compound
CaZn2X2 (X = As, P)

In order to search for high-performance thermo-
electric materials, the possibility of n-type doping
of CaAl2Si2-type Zintl phase compound CaZn2X2

(X = As, P) is explored using first-principles cal-
culations based on DFT. [5] We consider n-type
(electron carrier) doping of CaZn2X2 with the fol-
lowing two situations: interstitial-site doping of al-
kaline earth metals AE (= Mg, Ca, Sr, Ba) and
group 3 elements G3 (= Sc, Y, La), and G3 sub-
stitutional doping for the Ca site.

To see this, the defect formation energy of these
charged states is evaluated within GGA using the
supercell approach. Among the considered pos-
sibilities, the interstitial-site doping of AE = Ca,
Mg or G3 = Sc, Y, and the G3 = La, Y substitu-
tional doping for the Ca have been found to have
relatively small formation energies. In particular,
the formation energy of the La substitutional dop-
ing is found to be negative for both CaZn2As2 and
CaZn2P2 (Figure 2). This suggests that La can sub-
stitute the Ca site spontaneously and hence pro-
vide electron carriers, as far as these calculation
results are concerned. We have also found that
the formation energies of the defects are smaller
for CaZn2As2 than for CaZn2P2, which suggests
that n-type doping is relatively easier for the for-
mer than for the latter.
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In the last decade, multiple-Q orders in

magnetic systems have attracted attention be-

cause they sometimes reveal topologically pro-

tected magnetic structures such as magnetic

skyrmions. Typically, these structures are re-

alized in the Dzyaloshinskii-Moriya (DM) in-

teraction driven systems under magnetic field.

The multiple-Q orders can also be realized

in inversion-symmetric systems where the DM

interaction is absent [1, 2]. In the present

work, we have attempted to explore theoret-

ically the possibility of multiple-Q orders in

the inversion-symmetric systems in the ab-

sence of external magnetic field. For this pur-

pose, we have applied the molecular spin dy-

namics (MSD) method [3] to the triangular-

lattice single-band Hubbard model.

The MSD method is based on the functional

integral method for the spin fluctuation the-

ories and the isothermal molecular dynamics

method. The method allows us to find auto-

matically the magnetic structure of a large sys-

tem with thousands of atoms in a unit cell at

finite temperatures. Starting from the Hamil-

tonian expressed in terms of the locally ro-

tated coordinates and by adopting the static

approximation to the functional integral tech-

nique, the MSD method reduces to the gen-

eralized Hartree-Fock approximation at the

ground state.

In the numerical calculations the most time-

consuming process is the magnetic force cal-

culation at each time step, where the lo-

cal electronic structures are calculated in real

space by means of the recursion method. We

have adopted the automatic parallel calcula-

tion scheme and found it effective in saving

both computing time and CPU resources.

We have performed magnetic structure cal-

culations on a hexagonal supercell with 972

lattice points, which is embedded in a large

cluster consisting of 6 such supercells, each of

which are connected by the periodic boundary

condition. Under zero magnetic field and the

fixed value of the temperature T/t = 0.0005,

we have explored the magnetic structures

changing the Coulomb interaction strength

U/t (U/t = 3.0 ∼ 8.0) and the elec-

tron number n (n = 1.10 ∼ 1.60) along

the antiferromagnetic-ferromagnetic bound-

ary. We have found that for U/t ∼ 3.5 and

n = 1.48 ∼ 1.53 the dominant state is 3Q-

structure with Q1 = (0.3889,−0.2245)2π/a,

Q2 = (0.3889, 0.2245)2π/a, and Q3 =

(0.0, 0.4491)2π/a (with a being the lattice con-

stant), which is superimposed with satellite 3Q

structures with the Q vectors pointing in the

same direction ( in the direction of three axes

of the triangular lattice).
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Reversibly cross-linked rubbers, whose 

cross-links are made of reversible bonds, such 

as hydrogen bonds, ionic bonds, and dynamic 

covalent bonds, have self-healing property and 

toughness. Though many researchers have 

studied those materials, the molecular 

mechanisms of these properties are still unclear 

due to the difficulty of the observations of 

molecular dynamics. To understand those 

materials, it is needed to study the relationship 

between structure, dynamics, and properties of 

these rubbers from several research methods.   

In this work, we constructed coarse-grained 

model for reversibly cross-linked rubbers based 

on Kremer-Grest model [1], by introducing 

associating and dissociating condition (Fig.(a)) 

changing bond dissociation energy and bond 

potential shape. Calculation was conducted 

using molecular dynamics simulation software 

packages OCTA and LAMMPS on ISSP 

Supercomputer System. From equilibrium 

simulation, we found that association constants 

and bond lifetime are controlled by bond 

dissociation energy and bond potential shape. 

Mechanical simulation was conducted via 

loading-unloading test conducted in the range 

of elongation ratio λ= 1 – 4. From loading-

unloading simulation, stress-extension rate 

curve shows stress retardation and specific 

hysteresis (Mullins effect, Fig.(b)) which is 

observed experimentally in reversibly cross-

linked elastomer. We also found that the 

dynamic bonds dissociate by elongation, and 

that dissociation synchronizes to stress 

retardation. Self-healing test was conducted via 

equilibrium calculation at high temperature 

after loading and unloading. In the elongation 

after equilibrium, stress recovered completely, 

and our model can reproduce the feature of 

self-healing. (Fig.(b)) From these results, we 

have succeeded in constructing coarse-grained 

model of reversibly cross-linked rubbers. 

 

 

Fig. (a) The schematic illustration of coarse-

grained dynamic bonds, (b) loading-unloading 

curves of the model. 
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Development of integrated interface of eigensolvers

Rokko and application to quantum spin systems

Tatsuya Sakashita

Center for Quantum Information and Quantum Biology, Osaka University

1-2 Machikaneyamachō, Toyonaka, Osaka 560-0043

To establish universal exact diagonalization

package for quantum lattice models includ-

ing the Heisenberg-Kitaev model, we focused

on developing integrated interfaces for eigen-

solvers, “Rokko”[1].

In Rokko, we implemented the integrated in-

terfaces for the following types:

• Serial solvers for dense matrices (Eigen3,

LAPACK)

• MPI parallelized solvers for dense matri-

ces (EigenExa[2], ELPA[3], Elemental[4],

ScaLAPACK)

• MPI parallelized solvers for sparse matri-

ces (Anasazi in Trilinos[5], SLEPc[6]) to

cover matrix representations below:

– CRS (Compressed Row Storage)

– Matrix-free method (the method to

give matrix-vector product routines

to solvers)

Rokko has the following features:

• Integrated interfaces for eigensolvers and

matrices, independent of individual eigen-

solver libraries

• Rokko’s interfaces are implemented by

utilizing factory. It enables the user to

dynamically select a solver.

• C, Fortran, and Python bindings of Rokko

• Automatically detecting libraries by using

CMake in building Rokko

• Unit and integrated test programs by

GoogleTest

• Install scripts of eigensolvers for various

architectures

We prepare a paper to report design pol-

icy, software structure, and usage examples of

Rokko.
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Molecular dynamics analyses of ion migration at grain 
boundaries in solid state electrolyte 
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All-solid-state battery (ASSB) is considered 

as a candidate of next generation Li-ion 

batteries because it uses a solid-state electrolyte 

instead of liquid-state electrolytes that are used 

in conventional Li-ion batteries. The key to 

achieve high-performance in ASSB is to 

reduce/control the resistivities at interfaces 

such as electrode/electrolyte interface and grain 

boundary (GB) inside electrolyte. For this 

purpose, we need deeper understandings about 

the atomic structure and precise mechanisms of 

ion migration of the GBs, and the goal of this 

project is to obtain new insights about them by 

using large-scale molecular dynamics (MD) 

simulation. 

In order to obtain atomistic insights on Li-

ion migration mechanism at GBs, we 

performed non-equilibrium MD simulation of 

large-scale poly-crystalline Li2Zr(PO4)3 (LZP) 

system containing half a million atoms and 

extracted local ion flux information around 

GBs. From the simulation and local ion-flux 

analyses[1], we showed that, in poly-crystalline 

materials, the ions migrate towards the lower 

reaches of grain and go through spots at GBs, 

and the high-flux spots contain migration paths 

as low energy as the bulk ones. 

In this study, we have developed a new 

technique to obtain local ion-flux information 

from non-equilibrium MD implemented in our 

own code, nap[2]. And several MD simulation 

runs and the local-ion flux analyses were 

performed on the ISSP supercomputers.  
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Electronic structure in mismatched multilayer systems: 
evaluation and application of the modeling scheme  
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After the report of superconductivity in 

twisted bilayer graphene, artificially stacked 

two-dimensional (2D) materials with moiré 

pattern induced by some mismatches between 

the layers attracts much attention.  Generically, 

the moiré pattern affects the electronic band 

structure, and can be used to realize unique 

band structures. Then, designing interesting 

band structures in artificially stacked systems is 

a current urgent topic to explore. 

In this project, we have analyzed electronic 

structures of twisted bilayer GeSe, where the 

anisotropic band flattening is expected. Here, 

the anisotropic band flattening means that 

originally 2D band dispersion is squeezed into 

quasi 1D one in twisted bilayers. To analyze the 

band structure, we derived an effective model 

for twisted bilayer GeSe. There are multiple 

important quantities in the effective model such 

as the effective mass for each layer or the 

effective interlayer tunneling. We obtain these 

quantities making use of the first-principles 

calculations. Our analysis clarifies the relation 

between the crystal structure of GeSe and the 

anisotropy in the effective interlayer tunneling, 

which gives us an intuitive understanding of the 

physics behind the anisotropic band flattening. 

The first-principles calculations have been 

done using Quantum Espresso package, which 

is adapted to the parallel computation and 

suitable to use the supercomputing resources 

efficiently. 

Not only calculating electronic band 

structures itself, we also tried to extract some 

characteristic response tied to the unique band 

structure, focusing on the orbital magnetic 

susceptibility. For that, we first derived a new 

formula to calculate the orbital magnetic 

susceptibility, and numerically tested its 

validity using several types of toy models by 

our homemade program [2]. In order to access 

the low temperature regime, we need fine mesh 

in 𝑘-point sampling, where the parallelization 

by MPI is applied in our homemade program.  

 
References 
[1] M. Fujimoto and T. Kariyado: Phys. Rev. B 

104 (2021) 125427. 

[2] T. Kariyado, H. Matsuura, and M. Ogata: J. 

Phys. Soc. Jpn. 90 (2021) 124708. 

 

Activity Report 2021 / Supercomputer Center, Institute for Solid State Physics, The University of Tokyo

320



Compact spin qubits using the common gate

structure of fin field-effect transistors
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By using the ISSP supercomputer, we nu-

merically investigate a transport properies of

the compact spin-qubit system embedded into

the common multi-gate FinFET transistors [1],

where all gates are electrically tied togther as

the common gate. The quantum dots (QDs)

as qubits are coupled with their nearest Fin

conducting channels. The Hamiltonian of the

QDs and the channel is given by the tunneling

Hamiltonian:

H0 = E2d
†
2s

d2s + E4d
†
4s

d4s +

∑
i=1,3,5

∑
ki,s

Eki
c
†
kis

ckis

+
∑
k1

[Vk1c
†
k1s

d2s + V ∗
k1d

†
2sck1s]

+
∑
k3

[Vk3c
†
k3s

(d2s + d4s) + V ∗
k3(d

†
2s + d†4s)ck3s]

+
∑
k5

[Vk5c
†
k5s

d4s + V ∗
k5d

†
4sck5s], (1)

where the channels are numbered as 1, 3, and

5, and the two QDs are numbered as 2 and

4. dis and ck,s are the annihilation operators

of the QD i and the conducting electrons in

the channel, respectively. The qubit states are

detected by the channel currents. The conduc-
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Figure 1: (a) Three current lines. (b)gyy as

functions of energy levels of two quantum dots.

tance gyy(ω) is calculated from the Kubo for-

mula given by gyy(ω) = − 1
iω [Φ

R
yy(ω)−ΦR

yy(0)],

ΦR
yy[t] = − i

h̄V θ(t)⟨Jy(t)Jy(0) − Jy(0)Jy(t)⟩.
The current operator J i

y of the ith channel

is given by J i
y = (eh̄/(m∗L))

∑
ki kic

†
kis

ckis,

where L is the channel length and the sum-

mation of ki is carried out over the channel.

The expression for g
(3)
yy is

g(3)yy =
2e2

h
kd

4[∆2 + δ2]2

[(∆2 − 2s33∆− δ2)2 + 4∆2Γ2
3]
2
,

(2)

where k1 = 1, k2 = πne2W
2, ∆ = (2EkF −

ESL − ESR − s11 − s55)/2, and δ = ESL −
ESR. ne2 is the number of the carriers per nm2,

and sij ≡
∫
|Vtun(ki)|2/(Eki − Ekj ) is the self-

energy. Γi ≈ 2π|Vtun(ki)|2ρF (ρF is the density

of state at Fermi energy EF , and Vtun is the

overlap of wave functions between the channel

and the QDs in the tunneling Hamiltonian).

Figure 1(b) shows the conductance gyy of

the summation of the three current lines g
(i)
yy

(i ∈ 1, 3, 5) as a function of the energy levels of

the two QDs, where ESL and ESR are either

ES↓ or ES↑. We can observe a double-peak

structure around the Fermi energy where ESL

is close to ESR but ESL ̸= ESR. The symmet-

ric case δ = 0 gives the conventional resonant

tunneling form g = 4/[(∆− 2s33)
2 + 4Γ2

3]
2.

References

[1] T. Tanamoto and K. Ono, AIP Advances

11 (4), 045004 (2021).

Activity Report 2021 / Supercomputer Center, Institute for Solid State Physics, The University of Tokyo

321



Change in period of ordinary earthquakes due to the

interaction with slow earthquakes
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Two qualitatively different behaviors of

earhtquakes have been known. One is the ordi-

nary earthquake, which we feel naturally. The

other one is slow earthquakes, which generate

negligible seismic waves. Although the slow

earthquakes are not disastrous, they are con-

sidered to sometimes change to the ordinary

earthquakes after several repetitions. Whether

this transition occurs or not is a fatal problem

to the human society, and we should clarify the

condition for the transition to occur.

The fault rocks can be considered as poroe-

lastic media, including pores inside it. The

pores are usually considered to be filled with

water. If the dynamic earthquake slip (fric-

tional slip) occurs, we can consider the inter-

action among heat, fluid pressure, and porosity

[1, 2]. The slip is interpreted as the deforma-

tion around the contact area, called slip zone,

which has a finite width. During the dynamic

slip, the generation of pores [frictional heat-

ing] reduces [raises] the fluid pressure in the

slip zone, inducing the increase [reduction] in

the friction stress and the reduction [increase]

in the slip velocity [1, 2]. Therefore, the slow

and ordinary earthquakes are dominated by

the generation of pores and the frictional heat-

ing, respectively.

The spring-block model and the interaction

between three quantities are employed to an-

alyze the slow-ordinary transition. The single

block is assumed here. The upper substrate

is drived with the constant speed Vp, and it

also loads the block via a spring whose spring

constant is kp. As widely known, this system

repeats the dynamic slip and cessation. The

healing of pores in the cessation time is also

taken into account. However, the choice of the

healing law does not induce qualitative changes

in the result below.

We neglect the heat and fluid diffusions dur-

ing the dynamic slips. The governing equa-

tions for the fluid pressure, porosity, and tem-

perature in the slip zone during the dynamic

slip are given by

ṗ = C1Ṫ −M0ϕ̇, (1)

ϕ̇ = α0u̇

(
1− ϕ

ϕ∞

)
, (2)

Ṫ = −C2(σ
0
n + p)u̇, (3)

respectively, where C1 and C2 are positive con-

stants. From here and below, quantities not

explained are summarized in Ref. [2]. From

Eq. (2), we obtain

ϕ = ϕ∞ − (ϕ∞ − ϕ0)e
−α0u/ϕ∞ , (4)

where ϕ0 is the porosity at the intant of the

slip onset. Note that this value need not equal

to the value at time t = 0. Additionally, from

Eqs. (1)–(4), we obtain

ṗ =

(
−C1C2(σ

0
n + p)−M0

(
1− ϕ0

ϕ∞

)
α0e

−α0u/ϕ∞

)
u̇,

(5)

where γ = C1C2 > 0. From this representa-

tion, we can write p in terms of u to obtain

p =

(
σ0
n + p0 −

M ′
0α0

α0
ϕ∞

− γ

)
e−γu+

M ′
0α0

α0
ϕ∞

− γ
e−α0u/ϕ∞−σ0

n,

(6)
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where M ′
0 ≡ M0(1−ϕ0/ϕ∞) and p0 is the fluid

pressure at the instant of slip onset.

We now consider the energy conservation

law. First, note that the loading stress from

the upper substrate must be equal to the

macroscopic static friction stress at the instant

of the slip onset, which leads to

kpVpti = −µstat(σ
0
n + p0), (7)

where ti is the time when the slip initiated.

Using Eq. (7), the energy stored in the upper

spring just before the dynamic slip is given by

E1 =
1

2
kp(Vpti)

2 =
1

2

µ2
stat

kp
(σ0

n + p0)
2. (8)

Moreover, the energy stored in the upper

spring after the cessation is written as (we as-

sume that the upper spring does not move dur-

ing the dynamic slip)

E2 =
1

2
kp(Vpti − uf )

2

=
1

2
kp

(
−µstat

kp
(σ0

n + p0)− uf

)2

, (9)

where uf is the final slip distance for the single

slip. Furthermore, the work done to the block

by the friction stress during the dynamic slip

is obtained using Eq. (6):

Efric =

∫ uf

0

(
−µslid(σ

0
n + p)

)
du

= −µslid

∫ uf

0

[(
σ0
n + p0 −

M0α0
α0
ϕ∞

− γ

)
e−γu

+
M0α0
α0
ϕ∞

− γ
e−α0u/ϕ∞

]
du

= −µslid

[
1

γ

(
σ0
n + p0 −

M0α0
α0
ϕ∞

− γ

)
(1− e−γuf )

+
M0ϕ∞
α0
ϕ∞

− γ
(1− e−α0uf/ϕ∞)

]
.(10)

Therefore, from the energy conservation law,

we found an equation which uf must satisfy:

1

2
kpu

2
f + µstat(σ

0
n + p0)uf

−µslid

[
1

γ

(
σ0
n + p0 −

M ′
0α0

α0
ϕ∞

− γ

)
(1− e−γuf )

+
M ′

0ϕ∞
α0
ϕ∞

− γ
(1− e−α0uf/ϕ∞)

]
= 0.(11)

We define F (uf ) as the left hand side of Eq.

(11). The condition F (uf ) = 0 corresponds to

the condition where the elastic energy change

is equal to the energy loss due to the friction

during the single slip. It is also important that

F (uf ) includes p0 and ϕ0. As mentioned, these

initial values are not values at t = 0, but the

values at the slip onset of each slip.

Notably, F (uf ) is the double-well form, and

the first well is much shallower than the sec-

ond one. If F (uf ) = 0 has a solution be-

tween the wells, the slow earthquakes occur

because we can consider that the slip is inhib-

ited. On the other hand, if F (uf ) = 0 does

not have a solution there, the solution jumps

to almost two orders larger one. This behavior

is interpreted as the first-order phase change.

The slow-ordinary earthquake transition can

be understood as the first-order phase change.

Additionally, we can conclude that this phase

change is governed by p0 and ϕ0.

The analytical result described here was con-

firmed by ISSP supercomputer. The numeri-

cal study can treat the BK model with several

blocks, and we confirmed that the results here

can give useful implications to such a several-

block case. Detailed and comprehensive nu-

merical treatments will be a potential future

work.
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